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Abstract 

Over the past two years, gesture recognition has become the powerful communication source to the 

hearing-impaired society. Furthermore, it is supportive in creating interaction between the hu man and the computer. 

However, the intricacy against the gesture recognition arises when the environment is relatively complex. In this paper, 

a recognition algorithm with feature selection based on Self-Improved Genetic Algorithm (SIGA) is proposed to 

promote proficient gesture recognition.  Furthermore, the recognition process of this paper includes segmentatio n, 

feature extraction and feed-forward neural network classification. Subsequent to the gesture recognition experiment, 

the performance analysis of the proposed SIGA is compared with the conventional methods as reported in the 

literature along with standard Genetic Algorithm (GA). In addition, the effect s of optimization and the feature 

sensitivity are also demonstrated. Thus, this method makes aggregate performance against the conventional 

algorithms. 
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1. Introduction 

In recent times, with the quick growth of computer technology and increasing reputation of the human - Computer interface 

(HCI) have made the development in gesture recognition of sign languages. Basically, sign language s are the prime means of 

communication of Deaf people [1-3]. Those sign languages are interpreted into speech that enables the hearing people to 

understand the deaf people by developing an appropriate tool. The functionality of the corresponding tool is referred as Sign 

Language Recognition SLR [4]. This tool also has the complement function to transform the text or speech into sign languages 

that make the deaf people to understand. The main applications of SLR are routing and management in virtual environment, 

communication in video conferencing, somatosensory game, robot control and so on  [5-7]. 

Research against the SLR tool has begun in about twenty years ago, for Indian, Australian, American, Japanese and African 

sign languages [8-10]. Since then, many techniques have been developed using a diverse method such as signal processing, 

sensor fusion, image processing, and pattern recognition and so on have with different characteristics of gesture [4]. Still, 

recognition of sign language remains a far-reaching issue because of the complexity and visual analysis and quickness against 

the variations in the signed gestures. Moreover, all countries have their own version of sign language, as the gestures are not- 

universal [11-12]. Therefore, it is necessary to develop an efficient sign recognition system which should be supportive towards 

the internationalizing sign-based communications [13-14]. 
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Basically, the sign gesture recognition was implemented using signal processing (2D) and image processing (3D) 

approaches. In case of signal processing, surface electromyographic sensors (sEMG) extract the electrical activity of the skeletal 

muscles [15]. It provides rich information of the co-activation and coordination of multiple muscles with various sign gestures.  

However, there are many factors that affect the characteristics of EMG signals.  For example, the individual difference and 

electrode displacement gives  change in measurement of a specific individual and task of gesture at different event [16-18].  On the 

other hand, in terms of image / video processing, many algorithms show its effectiveness in the particular data base of gestu res, 

though they suffer from degradation of video background, deviation of hand positions etc. [13, 19]. In general, the computer 

vision based- gesture recognition mainly includes the extraction and selection, description and clas sifier, learning and training 

[20]. Through the selection of the gesture characteristics, the accuracy of the recognition gets varied.  Consequently, in case of 

classification, the neural network based classifier given by [21]; it requires extensive training with explicit specifications of the 

starting and end of the gesture. To solve this, self-organizing map (SOM) is proposed in [22] where it requires training the system 

for recognition of initial classes. Additionally, the system may suffer from complex classification when the number of gestures 

increases, complex background image and unstable light conditions using other conventional classifiers [23-28]. Consequently, 

the improvement of exceedingly valuable picture/video handling based -motion acknowledgment with successful classifier is 

fundamental in current gesture recognition system [28]. 

2. Literature Review 

2.1.   Related works 

In 2015, Kumud Tripathi et al. [29] have proposed the gradient based- key frame extraction scheme to solve the problems 

arising in the Indian Sign Language (ISL) gesture recognition system. Those key frames were used to split the gestures of sign 

language into series of signs, and further, each gesture was considered as an isolated gesture which also has removed the similar 

frames. The combination of Orientation Histogram (OH) with Principal Component Analysis (PCA) has applied to extract the 

features of the pre-processed gestures. Finally, the experimental result was compared using classifiers Hidden Markov Model 

(HMM), Support vector machine (SVM) with various distance metrics like Euclidean distance, and have proved that Euclidean 

distance and correlation provides better accuracy.  

Wang Liang et al. [20] have adopted the multi- feature fusion based recognition algorithm for gestures. The initial process 

was the image segmentation s tage, where it extracts the interested region of gestures in terms of color and depth through the 

mixture of depth data. The features such as weighted Hu invariant moments of depth map and Histogram of oriented gradients 

(HOG) of the color image were extracted, and the fusion of the two features was performed. Further, the corresponding features 

were applied to the HMM classifier, and the performance was carried out.  The experimental results have proved that, the 

proposed method can adapt with the skin object influence, moving of multiple objects, background interference and performs the 

operation even in real time.  

In 2015, R. S. Rokade and D. D. Doye [13] have put forth a novel system for sign language gesture recognition. There were 

three main steps in this technique includes detection of region of interest, detection of key frames and recognition of gestures. 

From the uniform and non-uniform backgrounds, the segmentation algorithm has distinguished the regions of interest. Further, 

the implementation results were analyzed, and have stated that it is a simple and fast algorithm that can handle temporal 

illuminations.  

Shanableh et al. [4] have suggested the spatio-temporal feature extraction techniques for gesture recognition of Arabic Sign 

Language. Using forward, backward and bidirectional predictions, the temporal features of the video - based gesture were 

extracted. The motion of the sequence was represented from which the prediction errors are threshold and accumulated into a 
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single image which was then followed by the feature extraction. Additionally, the linear separability of the extracted features was 

evaluated which was then applied to the classification techniques such as K nearest neighbor and Bayesian classifier. The 

experimental results have revealed the proposed method provides the requirements of the computation and storage of the 

classifier as the features are precise and concise.  

In 2015, Shao-Zi Li et al. [30] have developed the feature learning approach that consists of sparse auto -encoder(SAE) and 

PCA in order to recognize the human actions in case of RGB-D images. The components of the feature learning process were 

divided into two steps. In case of first component [20], the SAE with conventional neural network were learned the features from 

the image and depth channels where as in case of second component [4], the final features were obtained by concatenating the 

feature which was then applied to the multi-layer PCA. The testing results have assured that the proposed method is effective by 

improving the recognition rate. 

2.2.   Review 

The literature reveals the significance of different methodologies of sign gesture recognition. These methodologies have 

dealt with the initialization of feature extraction techniques such as OH with PCA [29], HOG [20], spatio-temporal feature 

extraction [4], SAE with PCA [14], respectively. Accordingly, the classification of different features was examined with various 

classifiers such as HMM [20, 29], neural network, SVM [29], K nearest neighbor and Bayesian classifier [4] etc. However, they 

need remarkable improvements and have to be subjected to handle the challenges yet. Those challenges under the feature 

extraction include avoiding non-linear mapping [29], avoiding problem of extracting only global features [20], make occurrence of 

steerability property [13], avoiding computational complexity [4, 29, 30]. Hence, the literature review stated the state- of –the art 

of sign gesture recognition requires additional perfection in image/video processing . 

 
Fig. 1 Block diagram of proposed Gesture Recognition 

3. Process of Gesture Recognition  

The gesture recognition using EMG based signal processing [16-18] still suffers from the remarkable issues in terms of 

varied signal measurement in various times and its cost  inefficiency. Hence, this proposal intends to adopt the image 

based-gesture recognition. This methodology will include four basic steps such as image segmentation, feature extraction and 

classification. In the course of segmentation process, active contour model is used to extract the region of the gesture and canny 

edge detector [30] is used to extract the edge of the corresponding gesture. Subsequently, 13 features are extracted under the 

feature extraction process. Further, the required rules are selected under the feature selection process using SIGA. The proposed 

self-improvement mechanism effectuates the performance of the conventional GA, so that precise feature information for each 

gesture can be extracted. Finally, the extracted features will be trained under the Neural Network to recognize the appropriate sign 

of the gesture. 
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4. Self-Improved GA Based Gesture Recognition  

4.1.   Gesture segmentation 

Let us consider the input gesture image Igesture (x, y) which is applied to the two segmentation proces ses such as active [14] 

contour model and canny edge detector.  

Active Contour model: The region of the gesture is segmented through the active contour model. According to active 

contour model, a set of coordinates should be initialized to make the mask or contour of the object to be segmented. This created 

contour is moved over the image by the driven forces of the image to the boundaries of the desired object. There are two type s 

of forces utilized in this process such as internal energy and external energy. The model is set as smooth amid the twisting model 

utilizing inner vitality though the model is moved toward the limit of the protest utilizing outer strengths. Thus, the set o f 

coordinates useful to make the contour is parametrically represented in Eq. (1) where ‘S’ refers to the normalized index of the 

control points of the contour and (x, y) refers to the coordinates of the contour. 

( ) ( ( ) ( )) ;  ( ) ( , )
gesture

C s x s y s C s I x y   (1) 

The overall energy of the deformation model is expressed in Eq. (2) where E
internal

 refers to the internal energy of the curve, 

E
image

 refers to the energy of the image and E
con

 refers to the exterior restrictions. 
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The summation of elastic energy and bending energy is called as internal energy which is represented in Eq. (3) 
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Thus, the segmented gesture by the active contour model is referred as ),( yxSactive . 

Canny edge detector: The edge of the gesture image is extracted using the canny edge detector. Since the canny detector 

is more sensitive to noise, Gaussian filter is applied to remove the noise which is represented in Eq. (6). 
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Thus, the convolution of the input image with the Gaussian filter is expressed in Eq. (7). 

),(*),(),( yxIyxGayxV gesture  (7) 

The gradient magnitude and directions are computed after convoluting the input image with the Gaussian filter which is 

represented in Eq. (10) and Eq. (11) where )(xG and )(xG refers to the gradient magnitude of the convolved image in x and 

y directions respectively.  

( ) ( ( 1, ) ( , ) ( 1, 1) ( , 1)) / 2G x V x y V x y V x y V x y         (8) 

( ) ( ( 1, ) ( , ) ( 1, 1) ( , 1)) / 2G y V x y V x y V x y V x y         (9) 
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tan 2( ( ), ( ))a G x G x   (11) 

Thus, the edge extracted image of the gesture after the computation of the gradient magnitude and directions can be 

denoted as ),( yxScanny
.  

4.2. Feature extraction 

The feature extraction technique is applied to both the segmented images by active contour model ),( yxSactive
and canny 

edge detector ),( yxScanny
. The features such as area, equivalent diameter, major axis length, minor axis length, euler number, 

bounding box, centroid, extent, orientation, convex area, extrema, solidicity and eccentricity are computed in this experimentation 

are described below. 

Area: It is defined as the total count of pixels in the region R  which is expressed in Eq. (12) where cr, refers the size of the image, 

),( yxS refers the segmented image which is either ),( yxSactive
or ),( yxScanny . 


Rcr

yxSA
,

),(  
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Equivalent Diameter: The equivalent diameter of the region can be expressed in Eq. (13). 

(4* / )D sqrt A pi  (13) 

Major axis length: The number of pixels or the length of the major axis ),( yxM of the ellipse which has similar normalized central 

moments is called as major axis length in Eq. (14). 

 ),( yxMLmajor  (14) 

Minor axis length: The number of pixels or the length of the minor axis ),( yxm of the ellipse which has similar normalized central 

moments is called as major axis length in Eq. (15). 

 ),(min yxmL or  (15) 

Euler number: It’s the difference between the number of objects in the region S  and the number of holes in the particular 

region H which is expressed in Eq. (16). 

HSEN   (16) 

Bounding box: The smallest rectangle suited to cover the region is called as bounding box.  

Centroid: The center of mass of regions or the average of x and y coordinates of the vertices are termed as centroid. The 

formulation of centroid calculation for two vertices is expressed in Eq. (17).  
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Extent: It is defined as the total count of pixels in the region A  to the total number of pixels in the bounding box AB which is 

expressed in Eq. (18).  



International Journal of Engineering and Technology Innovation, vol. 8 no. 1, 2018, pp. 25 - 37 

Copyright ©  TAETI 

30 

A

X
B

A
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Orientation: It is defined as the angle between the X- axis and the major axis of the ellipse which has alike second-moments as the 

region.  

Convex Area: It is defined as the total count of pixels in convex image ),( YXCi
which is expressed in Eq. (19).  

),( yxCC io   (19) 

Extrema: The extremal points in the particular region of the image are called as extreme.  

Solidity: It is the degree to which the given region is convex or concave which is represented in Eq. (20) where K refers to the 

convex hull area of the shape.  

K

A
Sl   (20) 

Eccentricity: The ratio of the distance between the foci of the ellipse 
df  to semi- major axis length a is called eccentricity in Eq. 

(21).  

a

f
Ec d  (21) 

4.3. Feature selection  

The resultant output after the feature extraction technique includes the 13 features of the segmented image by active 

contour model as well as the 13 features of the segmented image by canny detector. Accordingly, a feature selection method 

include SIGA is utilized to select the required features. The extracted feature set from both active contour model and canny edge 

detector is referred as activeF  and cannyF . These features set are commonly referred as,  

},{ cannyactive FFX   (22) 

Conventional GA: GA [31-32] is one of the meta- heuristic algorithms which are operated through the method of natural 

selection based on the Darwin theory of natural evolution “the survival of fittest”. GA algorithm was first introduced by John 

Holland in1975. The high-quality solutions to the problems are basically solved by the genetic optimization and the search 

problems depends on the genetic operators such as selection, cross over and mutation.  

Selection: The reproduction is performed by selection two best chromosomes through the selection operator. 

Consequently, the best chromosomes are more often selected for reproduction.  

Crossover: This operator combines the two-selected chromosome to produce offspring which holds the characteristics of 

the parent chromosomes. In cross over, a locus is selected in both the selected chromosome and afterwards exchanges the bits 

after and before the locus to generate two offspring. 

Mutation: The declining of entire solution in the population into local optimum of solved problem is reduced the mutation 

operation. This operator makes changes in the newly generated offspring by randomly flipping the bits from 0 and 1 which is 

referred as rand. Here the probability of mutation P(m) is fixed at low value (usually 0.05). 
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Algorithm 1: Pseudocode of Conventional Ga 

(1) Generate a population (feature set) X contains P number of chromosomes 

(2) Compute the fitness f of all chromosomes 

(3) Production of offspring X. 

(4) Perform the selection and crossover operation. 

(5) Perform the mutation operation and find rand. 

(6) Fix probability of mutation P(m) as 0.05. 

(7) If rand < P(m) 

  X=X+(P(m)*rand) 

  End 

(8) Put back the current population with new population. 

(9) Continue the process till stopping condition. 

Proposed SIGA: As per the conventional GA, the mutation operation is only performed if the )(mPrand  . Rather than in 

proposed SIGA, it is unavoidable to perform the mutation operation where the concerned condition is given in the pseudo code. 

In addition, the formulation of the probability of mutation is expressed in Eq. (23) 

( ) 0.9 / ( ) 0.1P m f max f    (23) 

Algorithm 2: Pseudocode of Proposed SIGA 

(1) Generate a population (feature set) X contains p number of chromosomes. 

(2) Compute the fitness f of all chromosomes 

(3) Production of offspring X. 

(4) Perform the selection and crossover operation. 

(5) Perform the mutation operation and find rand. 

(6) Compute the probability of mutation )(mP using Eq. (23) 

(7) If rand < P(m) 

X=X+(P(m)*rand) 

(8) Else 

X= create a random solution 

(9) Put back the current population with new population. 

(10) Continue the process till stopping condition. 

The description of the pseudo code and flowchart of the proposed SIGA algorithm is illustrated below. 

(1)  The population of the feature set is initialized as X which contains p number of chromosomes or features.  

(2)  The genetic operators such as selection cross over and mutation is performed and subsequently, computes rand . 
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(3)  The probability of mutation )(mP is determined. 

(4)  The offspring ))((' randmPXX  is generated if )(mPrand  , 

(5)  The offspring is generated by through the creation of random solution if )(mPrand   

(6)  The current population is replaced with the newly generated population  

(7)  The steps are repeated until the stopping condition is reached. 

4.4.   Classification 

The optimally selected feature set by GA is applied to the feed-forward neural network [33] for classification. Thus, the 

feature set of the training data base is represented in Eq. (24) where optN refers the number of optimally selected features .  

]...,,,[ 4321

'

optNfffffX   (24) 

The weight of the network model w is optimally determined by Levenberg - Marquardt (LM) algorithm. The model of feed- 

forward neural network is represented in Eq. (25) where the resultant output from thj node of layer l  is denoted as )(l

jY , the input 

to the layer is denoted as 
 l
iX '

,  lF  refers to the non- linear function of layer l , the total count of input to the thl layer is 

denoted as 
 l
optN , 

lb  represents the input bias to the thl  layer, the variables u and v  represents the coefficient of weight to fit 

the model with the original data, w refers to the optimal weight, w refers to the cardinality of w , z refers to the actual output 

and the function |.| refers the absolute error. 

 

Fig. 2 Flowchart of SIGA 
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5. Results and Discussions  

5.1.   Experimental setup 

The experimentation for the gesture recognition is conducted using MATLAB 2015a. The sample images of the gesture 

showing different signs are downloaded from the URL http://www.idiap.ch/resource/gestures/. Here 30 images are taken for 

training and 25 images are taken for testing the data. 

5.2.   Segmented output 

Image 1 

   

Image 2 

   

Image 3 

   

Image 4 

   

Image 5 

   

Image 6 

   

 
(a)Sample 

images 

(b)Active 

contour 

(c) Canny edge 

detector 
 

Fig. 3 Experimental results of active contor segmentation and Canny edge detector segmentation for six sample images  

The resultant output of the two types of segmentation processes such as active contour model and canny edge detector is 

shown in Fig. 2. The result is taken for five sample images showing different signs. 

 
Fig. 4 Line chart representing accuracy of proposed SIGA with conventional methods for various learning rate  
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Table 1 Comparative analysis of proposed SIGA method with conventional methods  

Metrics Accuracy Sensitivity Specificity Precision FPR FNR NPV FDR F1-score MCC 
Average 

rank 
Final 
rank 

Shao-Zi Li 
et al. [5] 

0.51(4) 0.2(5) 0.57(4) 0.08(5) 0.42(4) 0.8(5) 0.57(2) 0.91(5) 0.12(5) -0.17(5) 4.4 5 

Rokade and 
Doye [3] 

0.50(5) 0.46(3) 0.51(5) 0.16(4) 0.48(5) 0.5(3) 0.51(1) 0.83(4) 0.23(4) -0.01(4) 3.8 4 

Wang Liang 
et al. [2] 

0.63(3) 0.36(4) 0.68(3) 0.18(3) 0.31(3) 0.6(4) 0.68(3) 0.81(3) 0.25(3) 0.042(3) 3.2 3 

GA 0.74(2) 0.57(1) 0.77(2) 0.33(2) 0.22(2) 0.4(1) 0.77(4) 0.66(2) 0.42(2) 0.28(2) 2 2 

SIGA 0.75(1) 0.56(2) 0.79(1) 0.35(1) 0.20(1) 0.4(2) 0.79(5) 0.64(1) 0.43(1) 0.30(1) 1.6 1 

5.3.   Comparative analysis 

The tabulation demonstrating the comparative analysis of the proposed SIGA method with conventional methods by 

Shao-Zi Li et al. [30], Rokade and Doye [13], Wang Liang et al. [20] and GA is shown in Table 1. Here the efficiency of the 

proposed method is validated by analysing the performance measures such as accuracy, sensitivity, specificity, precision, False 

Positive Rate (FPR), False Negative Rate (FNR), Negative Prediction Value (NPV), False Discovery Rate (FDR), F-Score and 

Matthews Correlation Coefficient (MCC). Accordingly, these measures are determined based on the positive and negative 

images. As per the classification, true positive (TP) specifies the gesture correctly classified as gesture, true negative (TN) 

specifies the non- gesture correctly classified as non- gesture, false positive (FP) specifies the non- gesture incorrectly classified 

as gesture and false negative (FN) specifies the gesture incorrectly classified as non- gesture images. The performance of each 

method is precisely shown in terms of ranking. Thus, in figuring the overall analysis, the final rank is better for the propo sed SIGA 

method. 

The estimation of accuracy of proposed SIGA with conventional methods for different learning rate is represented 

graphically in Fig. 4. The training data for learning is varied from 10 to 90% and the accuracy is calculated for the proposed in this 

section. Here the accuracy of the proposed SIGA is 77% for 10% of training data, 82% for 20% of training data, 81% for 30% for 

training data, 82% for 40% of training data, 78% for 50% of training data, 81% for 60%, 70%, 80% and 90% of training data. Th ese 

above-mentioned accuracy analyses of the proposed SIGA are better than the conventional algorithms . 

5.4.   Effect of optimization 

As discussed in the methodology, feature selection is a part of the gesture recognition in this paper. Since, more features a re 

obtained under the feature extraction; feature selection method is used to select the optimum features which are fit for the 

experimentation. Subsequently, performance of the features selected from the proposed SIGA based feature selection is 

compared dropped features as well as the total features. The effect of optimization based feature selection is shown in Table 2. 

The performance analysis is approved by determining the performance metrics. Under such circumstance, accuracy of the SIGA 

algorithm is 14% better than dropped features and 13% better than the total features whereas the sensitivity is high for the SIGA 

method. Further, the specificity of the SIGA method is 17% better than the dropped features and 19% better than the total 

features whereas the precision is 33% and 19% better than the dropped features and total features. Moreover, FPR and FDR 

provide less performance on SIGA and FNR and NPV provides improved performance. On verifying the F-score and MCC, 

F-score of SIGA is 21% better than dropped features and 62% better than total features whereas MCC is 59% and 12% superior 

to the dropped and total features . 

5.5.   Feature sensitivity 

The effect of optimization based feature selection is shown in Table 1. Generally, more features are extracted during the 

feature extraction process. Thus, SIGA based feature selection method is used to optimally select the significant features. These 

features are computed both for the training and testing data. Further, the training data is varied from 10 to 90% and the selected 
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features are estimated. Based on the overall analysis, centroid, extend and convex area is considered as the best features which 

are mostly selected. Subsequent to this features, major axis length, minor axis length and bounding box are the next imminent  

features. Further, Euler number is also selected less than the aforesaid features. Moreover, area, equivalent diameter, orientation, 

extrema and eccentricity are less selected featured. 

Table 2 Effect of optimized features on gesture recognition over the conventional features 

Metrics Accuracy Sensitivity Specificity Precision FPR FNR NPV FDR F1-score MCC 

SIGA 0.74 0.577 0.7733 0.33766 0.22 0.42 0.77 0.66 0.42 0.289 

Dropped 

features 
0.64 0.57778 0.66 0.25366 0.34 0.42 0.66 0.74 0.35 0.182 

Total 

features 
0.65741 0.68889 0.65111 0.28311 0.34 0.31 0.65 0.71 0.40 0.258 

Table 3 Sensitivity of features with respect to the rate of training 

Features 
Training rate 

10% 20% 30% 40% 50% 60% 70% 80% 90% Count 

Area 1 0 0 1 0 0 0 1 0 3 

Equivalent Diameter 0 0 0 0 0 1 1 0 1 3 

Major Axis Length 1 1 0 0 0 1 1 1 0 5 

Minor Axis Length 1 0 1 0 1 1 0 1 0 5 

Bounding Box 0 1 0 0 1 1 0 1 1 5 

Euler Number 0 0 0 1 1 0 0 1 1 4 

Centroid 1 1 0 1 1 1 1 0 0 6 

Extent 0 1 1 0 1 0 1 1 1 6 

Orientation 0 1 0 1 0 0 0 0 0 2 

Convex Area 0 1 1 1 1 1 1 0 0 6 

Extrema 0 0 0 1 0 0 1 0 0 2 

Solidity 0 1 1 0 0 1 0 0 0 3 

Eccentricity 1 0 0 0 0 0 0 0 1 2 

6. Conclusions 

The upcoming challenges under the gesture recognition are due to the influence from the skin object and intrusion from the 

gestures in complex back ground. This paper has extended the novel gesture recognition algorithm using four basic processes 

such as gesture segmentation, feature extraction, feature selection and classification. Under the feature selection process, SIGA 

has proposed in this paper to endorse the admirable gesture recognition process. Later, the performance of the proposed SIGA 

was compared with conventional algorithm in the literature and the GA method. Moreover, the effectiveness of the SIGA method 

is affirmed by certifying the effect of optimization along with the sensitivity of features. In due course, it was obvious that the 

proposed SIGA provides maximum recognition rate than conventional methods. 
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