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Abstract 

Recently, target analysis combined with database 

technology and data mining has been widely used in in-

dustries such as marketing, finance, insurance, teleco m-

municat ions, advertising, and e-commerce. Because of the 

unique complexit ies of user behavior in electricity demand, 

examples of target analysis applications have yet to be seen. 

Considering the industry’s urgent need to enhance the 

efficiency of electricity demand-side management, this 

study aims to build a min ing analysis model fo r potential 

target users of interruptible load that both fully reflects 

consumer behavior characteristics and serves as a rule for 

static comparisons. The results of a data mining analysis of 

the Taiwan Power Company (Taipower)’s interruptible 

loads 1 to 6 show that the number of potential target users 

is 1669, which is 21% of the original mining population. 

Additionally, the target users who were classified to have 

“the most potential” for all categories of interruptible load 

only accounted for 0.76% of the total mining population (= 

59/7814), verifying the mining effects. 
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1. Introduction 
In management, target analysis has always been crucial 

to enterprise operations because it enables full marketing 

exploitation o f the 80/20 rule and increases the opportuni-

ties for p roduct recommendation and cross selling. Another 

aspect of target analysis that has attracted significant at-

tention and extensive discussions in recent years is its 

ability to identify  valuable potential target users. Target 

analysis coupled with database technology and data mining, 

which emerged from analysis of significant amounts of 

data, is currently applied extensively in the fields of mar-

keting, finance, insurance, manufacturing, and medical 

care [2, 4, 13, 16]. By employing target analysis data 

mining, marketers can  obtain hidden knowledge or identify 

the most commercially  valuable information from signif-

icant amounts of unsorted data. When used appropriately, 

target analysis can provide significant overall benefits for 

the organization. 

Most previous studies employed decision tree analysis 

or data mining through artificial neural networks to iden-

tify and extract the characteristics of potential target users, 

before establishing comparison rules to enable companies 

to examine potential customers as market ing targets [3, 5, 6, 

8, 10, 12, 19]. The purpose of these investigations was to 

determine the consumer behavior characteristics of exis t-

ing customers, and then use these characteristics to identify 

hidden potential target customers. However, for industries 

where consumer behavior is influenced by industry poli-

cies or other external factors, because existing customers 

do not exh ibit the same consumer behavior as potential 

customers, establishing a comparison rule between the 

existing customers and potential customers is d ifficu lt, 

resulting in a lack of research in this area. This phenome-

non is particularly common in telecommunicat ion and 

utility industries, where marketing measures may ad-

versely affect the consumer behaviors of existing users, 

decreasing the objectivity of the consumer behavior char-

acteristics identified  using target analysis, further hinder-

ing comparisons [1, 14, 18]. 

To address these issues and compensate for the disad-

vantages of current target marketing analysis methods, we 

conduct a case study of Taipower’s demand-side man-

agement data mining analysis of potential target users. This 

study also constructs a min ing analysis model for potential 

target users, which both fu lly  reflects consumer behavior 

characteristics and serves as a rule for static comparisons. 

We hope that the target analysis mining model proposed in 

this study can provide a list of the most valuable potential 

users of an interruptible load. The analysis model is also 

expected to provide a useful reference for identifying po-

tential target users for other purposes related to electricity 

demand, thereby facilitating the demand-side management 

of electricity. 

2. Experiment 

2.1. Research design 

Taipower’s demand-side management measures in-

clude time use rates, seasonal rates, interruptible loads, and 

air conditioning control; among which, interruptible load is 

the most effective for reducing peak power loads. Since the 

introduction of Taipower’s interruptib le load policy in 

1987, despite the seven interruptible load categories, by the 

end of 2005, the number of interruptible load users was 

only 670. Compared  to the target population of over 10,000 

qualified users, the number of actual users is minimal, 

presenting significant scope for promotion. Therefore, 

target analysis and mining  analysis of significant amounts 

of user data must be employed to identify potential target 

users and expand the scope of promotion [9]. 

Target analysis generally  includes customer data col-

lection, data analysis, the extraction of segmentation var-

iables, and the establishment of segmentation market 

characteristics [7]. Without identical consumer behavior 

data and uncertainty whether basic variables are sufficient 

for market segmentation, the consumer behavior of exist-

ing customers can be used as the foundation for segmen-

tation to identify the basic variable characteristics of each 

market  segment. However, applying the existing target 

market ing analysis method, which selects the differing 

basic variables of the segmentation market fo r character-

istic analysis, may lead to losses of consumer behav-

ior-related data or deficiencies in  the descriptive variab le 

dimensions, thereby preventing the effective convergence 
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of the target marketing scope. To solve this problem, we 

determine the behavioral data of existing customers who 

have changed because of promotional measures, identify 

the basic variables that are not subject to influence but are 

related, and eventually establish potential target customer 

rational comparison rules  as the target analysis method in 

this study. The target market ing analysis model based on a 

lack of identical consumer behavior data is shown in  Fig. 1. 

 
Fig. 1 The target market ing model used when there is 

insufficient information about equivalent con-

sumption behavior 

2.2. Data description 

This study primarily  examines the data of low-voltage 

users who qualify for Taipower’s interruptible load poli-

cies, categorizing them as either usage data or basic data. 

Designed to record the various electricity consumption 

behaviors of existing users who adopt interruptible load 

policies, data usage includes 79 variables written in nu-

merical form, excluding “electricity no.” and “industry.” 

To ensure the quality of this research, we first omit a 

number of the insignificant columns based on the experi-

ence of experts. Then, to facilitate subsequent data analysis, 

we categorize the remaining 51 fields into five electricity 

consumption factors according to their features and rele-

vance. 

(1) “Frequent and Peak” demand or reading group: All 

16 variables show users’ frequent electricity con-

sumption behavior during peak hours. 

(2) “Off-Peak” demand or reading group: All 8 varia-

bles show users’ electricity consumption behavior 

during off-peak hours. 

(3) “Saturday Semi-peak” demand or reading group: 

All 8 variables show users’ electricity consumption 

behaviors during semi-peak hours. 

(4) “Comparative” demand or reading group: All 11 

variables show users’ varying electricity consump-

tion behaviors in different periods. 

(5) “Others” group: The remaining 8 variables.  

Additionally, of the 38 basic data variables, including 

both classifying and analysis variables, a number of the 

variables that were irrelevant to electricity  consumption 

behavior were omitted based on expert experience. Data of 

the 7 remaining variables were used to develop comparison 

rules for identifying the potential users who may accept 

interruptible load policies, as shown below. 

Table 1 The relevant variables of users’ basic data 

 
By examin ing the electricity consumption behaviors of 

existing users with various interruptible load policies and 

segmenting their object ive effectiveness or determining the 

amount they can generate, we aim to identify the customers 

with the most potential, the second most potential, and the 

least potential among the users of various interruptible 

loads. This study also correlates the basic files of existing 

users and extracts the unique characteristics from the basic 

data of this beneficial user type. A comparison rule  fo r 

identifying potential target users is then developed to 

narrow the target market ing scope and best employ the 

limited time and cost resources. 

2.3. Data mining process 

Because of the requirements of the analysis model and 

the characteristics of relevant data adopted in this study, 

we employ the following techniques for data mining 

analysis: principal component analysis, data clustering, 

correlation analysis, association rule and MANOVA tests. 

Thus, a data min ing analysis process is established, as 

shown in Fig. 2. 

2.4. Results 

The results of all data mining stages are presented be-

low. 

2.4.1. Analysis of data dimension reduction 

To determine the most suitable linear equations, this 

study adopted principal component analysis. By condens-

ing the variables into a representative indicator, the re-

search complexity and dimensions were reduced effec-

tively, facilitating the smooth operation of subsequent 

research processes. The principal component analysis 

equation is as follows: 
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(1) 

where Y1  to Yp are representative principal component 

indicators extracted from a certain factor dimension. De-

pending on the difference of internal data, each factor 

dimension may possess 1 top (the number of variab les in 

that dimension) representative indicators. A suitable criti-

cal threshold (cumulat ive exp lanatory variance) can be 

determined for the selection. 

 
Fig. 2 Data analysis process 

After repeated verification, we found that principal 

component analysis of dimensions 4 and 5 does not pro-

vide good results and fails to converge dimensions effec-

tively. To ensure the credibility, reliability, and exp lana-

tory power of the data analysis results, only the first rep-
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resentative principal component indicator (PC1 is the first 

representative principal component indicator of dimension 

1, PC2 is the first representative principal component in-

dicator of dimension 2, etc) of the first three usage data 

dimensions mentioned in Section 2.4 were used as seg-

mentation variables for future data co llect ion, as shown in 

Table 2.  

Table 2 Cumulative explanatory variance of representa-

tive principal component indicators  

 
2.4.2. Cluster analysis 

The most commonly used data clustering methods in-

clude hierarch ical clustering, non-hierarch ical clustering, 

and artificial neural networks[15]. Among them, the K 

means method provides superior clustering results and 

higher efficiency compared to hierarchical clustering and 

artificial neural network clus tering [11, 15, 17]. Using a 

two-dimensional and three-dimensional scatter plot and 

chi-square plot, we verified that the usage data in this study 

has normal distribution. After assessments and experi-

mentation, the K means method was employed for cluster 

analysis. Tables 3 and 4 show the cluster analysis results of 

the data of existing users. 

2.4.3. MANOVA Test 

A MANOVA test was conducted in this study to de-

termine whether the clustering results can differentiate. 

Using Wilk’s lambda, all impact factors (i.e., segmentation 

variables) were examined to 

Table 3 Cluster analysis results-the number of existing 

users in each cluster 

 

Table 4 Cluster analysis results – the number of inter 

ruptible load users belonging to more than one 

cluster 

 
Determine whether they had a significant influence on 

the overall segmentation results. If the likelihood of the 

Wilk’s lambda value being smaller than a certain  critical 

chi-square distribution value is minimal (<0.0001), we can 

conclude that the impact factor has substantial influence 

(i.e ., discriminatory ability), as shown in Eq. (2). From a 

quantitative analysis perspective, if each impact factor has 

significant influence, the credib ility of the cluster analysis 

results can be verified, as shown in Table 5. 

Table 5 MANOVA test results for interruptible load 1 
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(2) 

2.4.4. Correlation analysis 

Because of the changing use behavior of existing in-

terruptible load users, basic data were used to analyze user 

characteristics. To ensure that the basic variables after 

correlation reflect both the electricity consumption be-

havior of all users and the results of cluster analysis, cor-

relation analysis of the three analytical variables in Table 2 

should be performed and the segmentation variables em-

ployed for cluster analysis (Table 6). Su itable variables 

identified in the analysis can be used for further mining 

analysis. An example of the test results for interruptible 

load 1 is shown below. 

Table 6 Correlation analysis results for interruptible load 1 

 
Of the analytical variab les of interruptible load 1, 

CS_CAPACITY and CS_UP_CAPACITY are the most 

relevant to users’ consumption behaviors; thus, they can be 

included as the descriptive variables of interruptible load  1. 

2.4.5. Association rule analysis 

The association rule was employed to establish data 

correlation ru les. After computations to determine whether 

it satisfies the threshold limit of minimal support and 

minimal confidence, the ru le is matched with the Apriori 

algorithm to select appropriate correlation rules. 

Data Analysis Results : An example o f the representa-

tive characteristic behaviors and correlation mining 

threshold of users with “the most potential” for interrupti-

ble load 1 is shown below. 

 Number of Existing Users: 6 

 Minimal Support; 6 

 Minimal Confidence: 0.8 

 Importance: 0.2 

 Essential Association Rule: 

For users with an “A” contract type, the likelihood that 

they are from the top 20 industry types = 11 (basic metal 

industries) is > 0.8. 

For three-stage users in Category 2, the likelihood that 

they are from the top 20 industry types = 11 (basic metal 
industries) is > 0.8. 

For users whose usage type = 5, the likelihood that they 

are three-stage users in Category 2 is > 0.8. 

For users whose usage type = 5, the likelihood that their 

contract type = 5 is > 0.8. 

When the necessary correlation rules for all clusters are 

condensed into rigorous comparison rules, the number o f 

potential target users and existing users of every cluster can 

be identified, as shown in Table 7. 

The total number of potential target users shown in 

Table 7 is 4,687. However, because a number of them 

overlap between clusters, the actual number o f potential 

target users is 3,770. Additionally, some of the clusters 
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have few existing users (no more than 10, and some as few 

as 1 or 2); thus, the comparison rules established with these 

clusters are relatively loose and can result in an overesti-

mat ion of potential target users. By contrast, potential 

target users mined from clusters with more existing users 

yield superior convergence. The potential target users from 

these clusters (excluding clusters with only 1 or 2 existing 

users) totals 2,058; excluding overlapped users, the actual 

number o f potential target users is 1,669, which  is 21% of 

the original min ing population. The number of target users 

with the most potential from all interruptib le load policies 

is 0.76% of the overall mining population (= 59/7814). 

Table 7 Correlat ion rule comparison analysis results for 

all clusters 

 

2.4.6. Generating a list of potential target users 

Using the correlation rules ext racted from clusters, we 

compile a list of potential target users from among the 

customers not yet using interruptible load policies. Table 8 

shows the first five results for users with the most potential 

in interruptible load 1. 

Table 8 Interruptible load 1- users with the most potential 

 

3. Conclusions 

By applying target analysis to electricity demand-side 

management and mining analysis to a list of potential 

target users, this study develops a mining analysis model 

for potential target users of interruptible load that both 

fully reflects consumer behavior characteristics and serves 

as a rule for static comparisons. This model was designed 

to compensate for the deficiencies of the current target 

market ing analysis model. The results show that the min-

ing analysis model proposed in this study can effectively 

narrow the target marketing scope to 21% of the overall 

mining population, with a condensing capability of 79%, 

which facilitates the segmentation and differentiation o f 

customers with various potential benefits and value. The 

proportion of target users with the most potential for all 

interruptible load policies is 0.76% of the overall mining 

population (= 59/7814). Each step of the min ing analysis 

process underwent thorough quantitative (theoretical veri-

fication) and qualitative testing (industry knowledge and 

experience-based assessments). The practical significance 

of this study is that it provides the electricity industry with 

informat ion of the most potential and valuable target users. 

The min ing analysis model proposed in this study can be 

employed by relevant marketing decision makers to iden-

tify potential target customers for other demand-side 

management policies and would have a lot to be referenced 

for utility in the future. 
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