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Abstract 

AI impacts surrounding human life, such as the economy, health, education, and agricultural production; 

however, the crop prices in the harvest season are still on manual calculation, which causes doubts about accuracy. 

In this study, an image-based approach is proposed to help farmers calculate rice prices more accurately. YOLOv5 

is used to detect and extract the scales in the images taken from the harvesting of rice crops. Then, various image 

processing techniques, such as brightness balance, background removal, etc., are compiled to determine the needle 

position and number on the extracted scale. Lastly, geometric transformations are proposed to calculate the weight. 

A real dataset of 709 images is used for the experiment. The proposed method achieves good results in terms of 

mAP@0.5 at 0.995, mAP@[0.5:0.95] at 0.830 for scale detection, and MAE at 3.7 for weight calculation. 
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1. Introduction 

Many new technologies have been applied in agriculture to help increase productivity and quality. For example, machine 

learning algorithms have been proposed to identify diseases in animals [1-2] and plants [3]; develop post-harvest support 

technologies [4-5] to assist farmers; and protect data for internet business secrets [6]. Harvest season is an important time to 

collect the crops that are grown by farmers. In addition, farmers may want to estimate the weight and quantity of their products 

for sale activities. 

Vietnam has a highly developed agriculture, especially millions of tons of wet rice production every year†, and it continues 

to increase over the years [7]. Every year, farmers usually have to harvest 2-3 rice crops [8], and calculating the payment is an 

indispensable task in the production process. The calculation of rice prices is not too complicated, yet it still requires accuracy 

and speed. Therefore, farmers usually use applications to calculate the payment by entering the numbers manually. This helps 

farmers calculate the payment quicker and more accurately than the traditional method. However, since the calculation is 

observed by human eyes, errors may occur in manual calculation and the results may be incorrect. 

With the current trend of AI, some computer-based methods can be developed to read the weight from the scale. The 

application of image processing techniques and machine learning can help farmers calculate rice prices, meanwhile, correcting 

data entry and manual calculation errors. Although these methods are not complex, precise numbers and good efficiency are 

necessary for farmers’ benefit. The manual calculation is still problematic frequently because it is very time-consuming or 

leads to miscalculations; moreover, there are no images for further comparisons. This study aims to provide solutions for 

 
* Corresponding author. E-mail address: tcan@cit.ctu.edu.vn  
† Production volume of rice paddy in Vietnam from 2011 to 2021, https://www.statista.com/statistics/671339/production-of-paddy-in-vietnam/. 
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farmers to improve rice payment calculations and overcome some possible issues, including the reduction of calculation time 

and wrong calculations. When farmers or rice buyers enter a wrong result, they can use the captured images to check and 

correct the results. 

Although an electronic scale provides great accuracy, the price of electronic scales is often higher than clock-type 

weighing scales. An electronic scale has a tempered glass scale surface. There is a risk of scratches or breakage if the user is 

not careful or moves around a lot while weighing. In addition, farmers harvest and pack rice directly in the rice fields so that 

electronic scales with batteries may be damaged by contact with water or swampy. Mechanical scales such as clock scales 

usually have a longer life than electronic scales. Therefore, it would be appropriate to use a traditional clock scale directly in 

the rice fields. In this study, the information displayed on the scale is extracted from the images captured during harvest crops 

using object recognition and image processing techniques. The combination of several geometric transformations calculates 

the weight and amount of payment to support farmers and poses an AI solution to smart agriculture. 

The remainder of this paper is organized as follows. Section 2 provides a literature review related to solutions in smart 

agriculture. The system architecture and problem-solving methods are described in Section 3. Section 4 presents and describes 

experimental results and discussion. Finally, Section 5 shows a brief conclusion and future work. 

2. Literature Review 

Machine learning techniques are widely used in applications that support agricultural activities. By providing useful 

applications and crop insights, machine learning techniques benefited farmers by minimizing agricultural losses [9-10]. 

Numerous applications were presented for crop management, crop yield prediction, plant disease detection, agricultural land 

use monitoring, water, and soil conditions [11]. 

Plenty of techniques based on information technology are applied to improve efficiency in agriculture, including sensor 

data processing from internet-of-thing systems, image processing using machine learning algorithms, etc. Among these areas, 

computer vision is perhaps the most interesting for scientists. Important image processing techniques include camera types, 

color spaces, color indices, and image segmentation related to agriculture applications and precision agriculture [12-13]. 

Chakraborty and Ghosh [14] proposed an automated plant disease diagnosis method in agriculture as well. Transformer-based 

architectures and data augmentation methods were employed to achieve a mean intersection over union (mIoU) of 0.582 in the 

Agriculture-Vision Challenge 2022 [15]. Animal farming also attracted numerous researchers with extensive studies [16], such 

as an investigation on Data, Applications for Smart Farming [17]; and research related to the behaviors of animals [18]. 

Tools for supporting agricultural activities have received attention from scientists. Weighing scales are a crucial tool for 

harvesting crops. The weight of the objects in free-living settings can be measured objectively and the weighing scales have 

experimented with 50 fruits and other everyday objects of various sizes and weights [19]. Some eating tools including spoons, 

forks, or chopsticks were considered to measure the weight of food in an image using several image processing techniques and 

the exchangeable image file (EXIF) metadata [20]. Telematics data was combined with machine learning to determine the 

weight of vehicles on a road segment [21]. 

Other interesting studies were presented and evaluated, i.e. methods for estimating the weight and volume of poultry and 

related products based on computer vision techniques [22]; seven models using single tomato image features data to calculate 

the weight and volume of single and hidden tomatoes [23]; and methods for predicting the body weight of animals [24]. 

Although several weight estimation techniques using images have been presented, studies on detecting clock scales to 

estimate the weight of an object are less. The application of deep learning algorithms in this field is still very rare as well. 

Therefore, a YOLO-based approach for object recognition combined with some geometric transformation methods is 

investigated to estimate the weight on a clock scale in this study. 
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3. Research Methods 

The position of the needle and its angle to the numbers on the scale to determine the weight can be observed by human 

eyes. However, human eyes cannot always be accurate. Therefore, in this study, image processing techniques and geometric 

transformations were used in three phases to perform the tasks sequentially as follows.  

Firstly, the area of the scale in the originally captured image was detected and extracted. This is crucial to eliminate 

unrelated objects and focus on determining important things inside the scale such as the needle’s positions and numbers in the 

scale. Some well-known deep learning architectures for object detection such as YOLOv5 can be trained to detect scale well 

[25]. Then, various image processing techniques were combined to indicate the position of the needle. The following tasks 

include cropping the scale from the original image; adjusting the image size and brightness balance; removing the background; 

determining the center, numbers, and hand of the scale; and computing the weight value. Finally, the image processing 

algorithms in the OpenCV library were used for these tasks, and the parameters for these algorithms were determined through 

careful experiments [26]. Moreover, based on the proposed method, an application for managing rice sales was also developed 

using the Django framework.  

3.1.   The weighing scale detection 

The training was performed with a set of 709 images taken during the rice harvest in Vietnam to identify the scale in the 

image. This set of images was used to train YOLOv5 for clock scale recognition, and it is labeled by the “Make Sense” library 

supported on the web platform. The returned result was that each labeled image had a corresponding label (.txt file) containing 

information about the contour of the object, where each line contained information about an object. Each line contains 5 values 

with information about the object and the contour coordinates including object name, center coordinate (x, y), width, and 

height. The contour coordinates must be normalized to the interval [0, 1] to converge faster in the training phase. The 

information and coordinates of the scale presented in Fig. 1(a) are shown respectively in Fig. 1(b) and Fig. 1(c). 

 
(a) An image in the dataset 

  
(b) The image’s label (c) The coordinates, width, and length of the scale 

Fig. 1 An original image in the dataset and its labels 
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After the training phase, a scale recognition model that was created can recognize the scale in an input image. Then, the 

image was cropped according to the coordinates provided by the recognition model, and an image consisting of only the scale 

was returned. Next, the image was processed to determine the value of the detected scale. This step includes several tasks as 

described in Fig. 2. The first task aims to extract and crop the area containing only the scale and then resize the image to 1000 

× 1000 pixels. 

The next task was to adjust the brightness balance to reduce lighting effects or underexposure. Then, the background was 

removed, and only the rounded scale was kept. Subsequently, the center, needle, and numbers on the scale were identified. 

Several relevant mathematical operations were applied to confirm the angle measured by the three above-mentioned factors 

(center, needle, and numbers) for determining the weight. 

 

Fig. 2 Steps to calculate the weight from the cropped image 

3.2.   Cropping the image and adjusting the size 

The scale recognition model was used to recognize and return the position of the scale in the image. Then the image was 

cropped based on the x min, y min, x max, and y max values to obtain the image of the scale as shown in Fig. 3. After that, the 

image was resized to 1000 × 1000 pixels for further processing using OpenCV’s resizing algorithm. 

 

Fig. 3 The image cropping step 

3.3.   Brightness balancing 

The cropped images from the previous step were converted to grayscale images, and the grayscale histograms were 

computed. As shown in Fig. 4, the average values were calculated to balance the image brightness. The cvt-color() and 

calcHist() functions of the OpenCV library were combined to accomplish these tasks. 
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(a) Before (b) After 

Fig. 4 The scale before and after brightness balancing 

3.4.   Background removal 

When cropping the image according to the predicted contour of the scale recognition model, the received image mostly 

contains the background behind the scale. Unfortunately, the background is sometimes the factor that interferes with further 

determination, so it must be removed. The removal of the background can be retouched by smoothing the image with the 

Gaussian blur operation and then converting the color image to grayscale. 

Subsequently, the contours of the image were identified, and the largest contour was picked out and redrawn with green 

color. Then the color filtering algorithm was applied to keep only the green color. Next, the green objects were filtered by 

converting the image to the hue, saturation, and value (HSV) color space and selecting an appropriate color threshold to draw 

the contour. After that, the circle detection algorithm was used to detect the front surface of the scale. This algorithm returned 

the center point (xi, yi) and radius R of the detected circle.  

All circles with a center of (xi, yi) and a radius greater than R were drawn to remove all backgrounds outside the scale 

surface. Fig. 5(a) illustrates the scale with background, while such background is removed from the image as shown in Fig. 

5(b). This process was implemented with several functions of the OpenCV library, including the findContour() function to 

find the contour of the scale, the inRange() function to perform threshold operations, and the houghCircles() function to detect 

the circle. 

  

(a) Before background removal (b) After background removal 

Fig. 5 The scale before and after the background removal step 

3.5.   Determining the center and the numbers on the scale 

The center point was determined from the background removal step, i.e., the center point returned from the step that 

determines the center point of the detected circle. If many circles are found, the largest circle, which has the maximum radius, 

will be taken into account; If no circle is found, the center of the largest contour will be used. 
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To identify the numerical values on the scale surface, firstly, only the black areas in the image will be preserved as the 

numbers are in black. The morphological operators closing and opening [27] were combined to remove the small black dots 

in the image, which are considered noise for this task. Secondly, the image was smoothed using the Gaussian blur algorithm 

to increase the accuracy of the latter tasks. After that, the contours that are potentially the scale values, and the center of the 

contours were determined as demonstrated in Fig. 6(a). Finally, the contour of the number at the middle-bottom of the scale 

was reserved as shown in Fig. 6(b). With the help of morphological operators, the small black areas that may represent the 

noise of this task were removed. Only the big numbers that represent the values of the scale and their centers were preserved. 

The above tasks were implemented based on the OpenCV library. The GaussianBlur() function was used to smooth the image; 

the getStructuringElement() function was used to create structured elements; the findContour() function was used to find the 

contours. 

  

(a) The potential scale values (b) The middle-bottom number and its center 

Fig. 6 The contours of the numbers and their centers detected in the scale 

3.5.   Determining the needle 

The needle determination step started by selecting a red threshold to filter out red objects and detecting edges in the 

filtered image in Fig. 7. The red objects were filtered by converting the image to the HSV color space and selecting the 

corresponding color threshold with the needle color. From the resulting red-filtered image, an edge detection algorithm was 

used to find the edge of the scale needle. The thresholding operations were performed using the inRange() function in the 

OpenCV library, and the Canny method [28] is used for edge detection. 

In determining the tip of the needle, there are two possible cases. In one case, a straight line representing the tip of the 

needle can be found in the image with the recognized edge of the needle. In the other case, the straight line is not found. 

Accordingly, the largest contour is calculated, and the center of the calculated contour is considered as the tip of the needle. 

After the numbers, the center point, and the position of the needle were determined, the geometric transformation operations 

were used to calculate the angles, and then determine the weight.  

To calculate the weight based on the position of the needle and the numbers on the scale, the following information must 

be determined: 

• The center of the scale surface: I 

• The point representing the tip of the scale needle: K 

• The point representing the largest number found: S 

• The line containing the points I and S: d1 

• The line containing the point K and perpendicular to d1: d2 

Then, the proposed method for calculating the weight is described as follows. Point V was determined firstly so that IV 

and KV are perpendicular to each other, and VIK is a valid triangle. The coordinates of the projection V from K to d1 were 
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calculated by giving the general equation of the line d1: a1x + b1y + c1 =0. From the general equation of d1, the general equation 

of d2 must be determined so that d2 is perpendicular to d1 in V (the direction of d2 is the normal vector of d1): a2x + b2y + c2 = 

0. This can be achieved by: 

1 1 1

2 2 2

0

0

a x b y c

a x b y c

+ + =

+ + =





 (1) 

The solution to the above system of equations is the coordinate of point V. Then, the angular measure of ���� (�) was 

calculated. To find �, the length of ��				⃗  and ��					⃗  must be calculated. After that, the relationship formula is applied in the right 

triangle to get the angular measureα . 

2 2
( , ) :AB x y AB x y= +

��� ���
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The length formula Eq. (2) was applied to calculate the length of the vectors ��				⃗  and ��					⃗ . 

sin d hα =  (3) 

where h is the length of the hypotenuse of the right triangle, and d is the length of the opposite side of the angleα in a right 

triangle. 

It is trivial that each kilogram (kg) has an angular measure � = 
/360, where M is the maximum measure of the scale 

(i.e., for the scale with the maximum measure of 100 kg, the angular measure � = 100/360). Thus, the weight calculated from 

the angular measure is ∆= � × 
 (kg). 

Finally, the final weight value of the scale was calculated by adding or subtracting ∆  from the value of the number found 

on the scale surface. As shown in Fig. 7, the number found near the needle is 50, and the position of the needle is on the right 

of the number 50 (because xK < xS) with the center of the scale as the coordinating elevation. Therefore, the weight value of 

the scale in the image is � = 50 × ∆ (kg). 

 

Fig. 7 Calculation of the angular measure ∆ 

4. Experiments 

Two experiments were performed to evaluate the proposed system. The first experiment was used to evaluate the clock 

scale detection model, and the second one was used to evaluate the proposed reading scale value method. In the first experiment, 

the scale detection model was built based on the YOLOv5. In the training step, YOLOv5 configured for Google Colab was 

used to train the scale detection model. YOLOv5 provides 4 versions with different network architectures including YOLOv5-

s, a small version; YOLOv5-m, a medium version; YOLOv5-l, a large version; and YOLOv5-x, an extra-large version. In this 

study, the YOLOv5-s was used because the model would be later deployed on mobile devices. 
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4.1.   Environment settings and dataset description 

The experiments were performed on a Dell Vostro 15-3568 personal computer equipped with a Core i5 processor with 8 

GB RAM. After several experiments, an appropriate configuration for YOLO was obtained with the following configurations: 

a learning rate of 0.01, a batch size of 8, a momentum of 0.937, a weight decay of 0.0005, and a stochastic gradient descent 

optimization with 10 epochs. To obtain a good performance, it is necessary to balance the epoch and learning rate [29]. As 

observed in the present experiments, the performance increased during learning, and there was no overfitting of the trained 

model since the training accuracy and the test accuracy were approximately the same. 

The dataset consisted of 709 images divided into two sets including a training set and a test set, with a 3-fold cross-

validation approach. The images in the experimental dataset were taken from the farmer’s rice harvest, where the scale can 

measure a maximum weight of 100 kg. Additionally, the images in the dataset were taken from different angles, i.e., left, right, 

and front as shown in Fig. 8. 

   

(a) Taken from the left (b) Taken from the right (c) Taken in the front 

Fig. 8 Images of weighing scales taken in rice fields 

Scale detection performance is evaluated using average accuracy, precision, recall, mean average precision (mAP) 0.5 

(mAP@0.5), and mAP@[0.5:0.95] with 3-fold cross-validation. The mAP@0.5 demonstrates average accuracy at the 

intersection over union (IoU) threshold of 0.5, while mAP@[0.5:0.95] ranges between 0.5 and 0.95. In addition, the mean 

absolute error (MAE) is also used to evaluate the accuracy of the weight measurement. The model is evaluated by averaging 

the absolute difference between the actual weight value (yi) and the weight value predicted by the model (xi). It can be obtained 

by: 

1

D
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MAE
n
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−

=


 (4) 

4.2.   Weighing scale detection with YOLO 

 

(a) Training set 

Fig. 9 Performance in fold 1 with various metrics 
 

train/box_loss 

train/cls_loss 

train/obj_loss 

metrics/precision metrics/recall 
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(b) Validation set 

Fig. 9 Performance in fold 1 with various metrics (continued) 

Fig. 9 and Table 1 show the results of weight detection in the collected images with precision, recall, mAP@0.5, and 

mAP@[0.5:0.95] measurements. Precision and recall quickly reach high accuracy after 8 epochs. mAP@0.5 reaches a peak 

value of 0.995, and mAP@[0.5:0.95] reaches a peak value of 0.830. For the situation of box loss, the value on the validation 

set reveals some fluctuations while it exhibits a gradual decrease on the other. The performance details during 10 epochs are 

illustrated in Table 1 with coverage at the 8th epoch and a low standard deviation. 

Table 1 The performance of weighing scale detection tasks during 10 epochs 

Epoch Precision Recall mAP@0.5 mAP@[0.5:0.95] 

1 0.661 (±0.135) 0.812 (±0.100) 0.704 (±0.154) 0.187 (±0.096) 

2 0.792 (±0.128) 0.714 (±0.121) 0.802 (±0.162) 0.327 (±0.154) 

3 0.747 (±0.197) 0.827 (±0.098) 0.804 (±0.216) 0.324 (±0.138) 

4 0.657 (±0.22) 0.901 (±0.054) 0.726 (±0.249) 0.248 (±0.14) 

5 0.851 (±0.115) 0.944 (±0.04) 0.929 (±0.059) 0.429 (±0.058) 

6 0.839 (±0.108) 0.986 (±0.006) 0.916 (±0.064) 0.521 (±0.071) 

7 0.997 (±0.005) 0.997 (±0.005) 0.995 (±0) 0.577 (±0.158) 

8 1.000 (±0.000) 1.000 (±0.000) 0.995 (±0.000) 0.731 (±0.042) 

9 1.000 (±0.000) 1.000 (±0.000) 0.995 (±0.000) 0.795 (±0.046) 

10 1.000 (±0.000) 1.000 (±0.000) 0.995 (±0.000) 0.830 (±0.026) 

4.3.   Weighing calculation 

 

Fig. 10 An application to support the sale of rice 

The image-based weight calculation method was evaluated on 236 images in the test set with 3-fold cross-validation in 

MAE. As shown in Fig. 10, high errors are obtained in some cases when the scale is detected, but the needle is not. In such 

cases, the predicted result is considered 0 which can result in a large error value when comparing the actual and predicted 

metrics/mAP@0.5 

metrics/mAP@[0.5:0.95] val/cls_loss 

val/obj_loss 

val/box_loss 
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values. The average MAE on the test set for all cases is 6.445. The needle is detected correctly in 225 out of 236 cases, which 

corresponds to an accuracy of 0.953. Therefore, if only the case in which the needle is detected to calculate the weight, the 

result is an MAE of 3.7. 

In addition, an application based on the proposed method was also implemented as shown in Fig. 10. To calculate the 

weight of harvested rice in the captured images, the user enters the name of the rice plant and the unit price in VND/kg, then 

selects a set of images and clicks the “Calculate” button. The returned result is a series of calculations that are practically 

similar to the farmer’s manual calculation results. The application also saves the images for further investigation and 

comparison. 

5. Conclusions 

The study proposed a method to determine the weight value of clock scales in images by identifying and extracting the 

scale from the captured image, and then the position of the needle in the scale is determined to calculate the weight value. This 

method is the first step to building a complete application that helps farmers calculate rice payments using modern technologies, 

particularly artificial intelligence. The detection and extraction of the scale achieved very high accuracy with mAP@0.5 at 

0.995 and mAP@[0.5:0.95] at 0.830. However, the detection of the needle in the scale is still a challenge due to the limitation 

of the collected dataset. 

In addition, determining the important elements (center of the scale, needle edge, and numbers) for calculating the weight 

is highly dependent on a variety of factors, i.e., the light and the tilt of the scale in the photograph. The result from MAE is 3.7 

for weight calculation. In future studies, the methods to reduce light noise could be evaluated since the images were taken 

mainly in sunny and dry areas; moreover, identifying objects as small as needles may be affected by the light factor. In addition, 

more thorough experiments could be conducted to determine better thresholds for identifying the important parameters for the 

weight calculation task. Lastly, further experiments with different clock scale capacities should be performed, for which further 

datasets have to be collected. 
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