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Abstract 

Earth’s observation satellites, such as IKONOS, provide simultaneously multispectral and panchromatic 

images. A multispectral image comes with a lower spatial and higher spectral resolution in contrast to a 

panchromatic image which usually has a high spatial and a low spectral resolution. Pan-sharpening represents a 

fusion of these two complementary images to provide an output image that has both spatial and spectral high 

resolutions. The objective of this paper is to propose a new method of pan-sharpening based on pixel-level image 

manipulation and to compare it with several state-of-art pansharpening methods using different evaluation criteria.  

The paper presents an image fusion method based on pixel-level optimization using the Lagrange multiplier. Two 

cases are discussed: (a) the maximization of spectral consistency and (b) the minimization of the variance difference 

between the original data and the computed data. The paper compares the results of the proposed method with 

several state-of-the-art pan-sharpening methods. The performance of the pan-sharpening methods is evaluated 

qualitatively and quantitatively using evaluation criteria, such as the Chi-square test, RMSE, SNR, SD, ERGAS, and 

RASE. Overall, the proposed method is shown to outperform all the existing methods. 
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1. Introduction 

With the fast-growing number of earth’s observation satellites, satellite data providing information about the surface of 

the earth is increasing. This information has been applied in different fields for various end-users’ applications, such as urban 

planning, agriculture, forestry, and mining. Depending on sensors onboard the satellite, different types of images of the earth’s 

surface received. Some sensors provide single-channel data while other sensors provide both single and multichannel data. 

Single-channel data or monochrome images, such as the panchromatic (pan) image, usually comes with a high spatial 

resolution associated with a low spectral resolution. On the other hand, the multispectral (XS) image comes with a low spatial 

resolution and a high spectral resolution. For example, the commercial-launched satellite sensor, such as IKONOS, provides 1 

m pan and 4 m XS (R, G, B, and near-infrared bands) images. 

The analysis and the usage of the remotely sensed data are user-dependent. Sometimes the processing of high-quality 

images is needed for certain applications such as classification and target detection. Since satellite data are available in 

different resolutions spatially and spectrally as well as at different scales and times, data fusion has been applied successfully to 

obtain both high resolution spatial and spectral image.  

Data fusion can be defined as the process of combining two or more incoming signals which complement each other and 

produce an output signal which has more information content than the incoming inputs. More formally, data fusion is a formal 

framework that expresses means and tools for the alliance of data of the same scene originating from different sources. It aims 
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at obtaining information of greater quality; the exact definition of greater quality will depend on the application” [1]. Image 

fusion plays an important role in the remote sensing field where satellite images come with complementary resolutions that are 

being made available in the public domain. Image fusion, in particular, is defined as the “combination of two or more different 

images (of the same scene) to form a new image by using a certain algorithm” [2]. One important application of image fusion 

has been increasing the resolution of an XS imagery by using higher-resolution pan data. The output consists of an XS image 

whose resolution is both spatially and spectrally high. Such an image fusion process usually termed as pan-sharpening. 

Pan-sharpening involves the integration of a panchromatic band and a multispectral band of different resolutions. Generally, a 

panchromatic band comes with a high spatial resolution and a low spectral resolution, while a multispectral band comes with a 

lower spatial resolution and a high spectral resolution. Sometimes, the integration of these images is required when a very 

high-quality image is needed. A panchromatic image provides details of the scene observed while lacking in color properties. 

Nevertheless, a multispectral image can be useful in detecting objects with a similar spectral signature but belonging to 

different classes. In the pan-sharpening process, the properties of these complementary images are combined to get an output 

image that has a high resolution spatially and spectrally. However, one primary challenge in pan-sharpening is to preserve the 

spectral properties of the multispectral band in the output image. The assessment of the fused image can be performed using 

various evaluation parameters. 

The most commonly used fusion methods include intensity-hue-saturation (HIS) transform, Brovey transform, principal 

component analysis (PCA), smoothing filter-based intensity modulation (SFIM), high pass filter (HPF), and multiplicative 

transform. In the HIS [3-6] pan-sharpening method, the RGB color space is transformed into IHS color space. The 

transformation can be performed by using three bands only at a time. The step consists firstly of resampling the XS images to 

the same spatial resolution of pan. Secondly, the transformation of resampled RGB to IHS color space is carried out. Thirdly, 

the intensity component is a histogram matched with panchromatic band data. Fourthly, the intensity component is replaced by 

the histogram matched with panchromatic band data. Finally, the reverse transformation is applied to get the new R, G, and B 

fused images. The Brovey method [7], on the other hand, is a combination of pan and XS images. The method involves 

multiplication and division operations. The Brovey method is limited to only three bands of the XS channels. Each XS band is 

divided by the sum of all the three bands and multiplied by pan. Smoothing filter-based intensity modulation (SFIM) is a 

smoothing algorithm [8] where a low pass filter is applied to a high-resolution pan channel. The low resolution multispectral is 

multiplied with the high-resolution pan band, which is divided by the low pass filtered pan band. This is done for every band of 

the multispectral channel. The high pass filter (HPF) [8] method involves high pass filtering of pan band with a window size of 

a 3×3 filter. In this case, the multispectral band is multiplied with the high pass filtered pan band divided by 2. Principal 

component analysis (PCA) [9, 10] is another commonly used method applied to image fusion. First, the principal components 

(PC) are computed for each multispectral band, then the first PC is replaced by the pan band, and an inverse transformation is 

applied to get the fused output. Lastly, multiplication transform [8] is another popular algorithm used for image fusion. This 

method is very simple to implement. Each of the low-resolution multispectral bands is multiplied with the high-resolution pan 

band with a corresponding weight. A square root is taken on the final output to avoid excessive brightness values. 

Earlier work of the authors [11] proposed a solution to the problem of pan-sharpening, which aims in maintaining the 

spectral consistency of the XS channels in the fused image. The primary objective of the current work is to compare the 

proposed pan-sharpening technique [11] to the existing fusion methods of HIS, Brovey, and other standard methods (namely, 

SFIM, HPF, PCA, and multiplication methods) based on several evaluation criteria such as Chi-square test, RMSE, SNR, SD, 

ERGAS, and RASE. The main contribution of the paper stated as (a) restatement of the authors’ earlier proposal for 

pan-sharpening based on linear regression and Lagrange optimization, (b) application of the proposed algorithm of 

pan-sharpening to IKONOS data, (c) validation of the results of the proposed pan-sharpening method, (d) complexity analysis 

of the proposed pan-sharpening algorithm, and, (e) finally, a comparison of the performance of the proposed pan-sharpening 
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method to the other fusion methods viz. HIS, Brovey, SFIM, HPF, PCA, and multiplication methods based on several 

evaluation indices, namely, Chi-square test, RMSE, SNR, SD, ERGAS, and RASE.  

The organization of the rest of the paper is as follows: Section 2 gives an overview of the existing work related to the 

pan-sharpening comprising of state-of-the-art methods including model-based methods. Section 3 deals with a brief 

description of the proposed fusion method formulated as an optimization problem with an objective function and the Lagrange 

multiplier-based solution. The proposed method is applied to IKONOS data as described in Section 4. Simulation results of the 

proposed method and comparison with other fusion methods based on several evaluation criteria are discussed in Section 5. 

Finally, Section 6 presents the main discussions of the experimental results followed by the conclusion. 

2. Related Work  

The state-of-art methods include the intensity-hue-saturation transformation (IHS) [3-6], the Brovey method [7], and 

principal component analysis (PCA) [12]. Many researchers have reported that though these conventional methods produce a 

spatially high-resolution fused image, images are spectrally distorted. Hong [13] proposed a method that involves the 

integration of “IHS and wavelet” to preserve the spatial details. Zhang and Hong [14] also proposed a method of integrating 

IHS and wavelet to solve the spectral distortion problem. A method combining PCA and nonsubsampled contourlet transform 

was reported by [15] to overcome the drawback of spectral distortion. Andreja [16] proposed a method integrating IHS and 

Brovey methods with a multiplicative (MULTI) method for maintaining the spatial and spectral details. Yang [17] proposed an 

IHS based on pan-sharpening technique using ripplet transform and compressed sensing for improved spectral properties.  The 

pan-sharpening method based on Bayesian theory was proposed by [18]. A comparison between different popular image fusion 

techniques was reported in the works of [19-20]. Performance evaluation of fusion algorithms can also be seen from [20-22]. 

An assumption that the downsampled fused image should be similar to the original XS image was proposed by [23]. Meng 

[24] proposed a pan-sharpening technique which uses an edge-preserving guided filter based on a three-layer decomposition. 

To strengthen pan-sharpening methods, [25] proposed a method involving the prior modification of the panchromatic image. 

This method preserves simultaneously spatial and spectral quality. 

There also exist a few variational models reported by researchers. Ballester [26] proposed the first variational model 

called P+XS. Fang [27] also proposed a model to fuse pan and XS based on certain assumptions. Moller [28] proposed a model 

called variational wavelet for pan-sharpening (VWP). Deng [29] also proposed a variational model based on kernel Hilbert 

space and Heaviside function. Super resolution-based pan-sharpening can be found in the works of [30-32]. 

The fusion of satellite images has been done on data obtained from various sensors. It can be done on the data coming 

from the same sensor or different sensors onboard. Examples of single-source sensors include IKONOS, Quickbird, Landsat, 

Spot, etc.  IKONOS data fusion has been reported in the works of [6, 23, 33-34]. Fusion using SPOT data has been reported in 

the works of [3, 35]. Several works have been reported integrating IKONOS with Landsat data as well as Spot data with 

Landsat data [4-5]. A review of different pan-sharpening techniques can be seen in the works of [2, 36-39]. 

3. Proposed Fusion Method 

3.1.   Linear regression 

The first step in our fusion method was to build a linear regression model based on the assumption that a strong correlation 

exists between the panchromatic and the multispectral bands. The regression model can be defined as follows 

aR bG cB P    (1) 
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where R, G, and B represent the deviations from the respective sample mean of Red, Green, and Blue spectral band intensity 

data. a, b, and c are the regression coefficients. Eq. (1) can also be written as  

Xu P  (2) 

where X = [R G B] is an n × 3 matrix containing columns of n samples of red, green, and blue color data. Besides, u= [a b c]
 T

  

represents the vector of regression coefficients determined. The superscript T stands for matrix transpose. The  

regression coefficients can be calculated as 

 
1

T Tu X X X P


  (3) 

It is assumed that ( X
T
X )

-1
 exists.  

3.2.   Lagrange optimization 

Using (1) as a constraint, an objective function for minimization is formulated to achieve spectral consistency and 

variance matching of the XS bands as follows. 
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where Rjk, Gjk, and Bjk are deviations from the respective sample mean for the red, green, and blue band, respectively at pixel 

location (j, k) of the n×n image. Besides, 
r ,

g , and 
b are the parameters for red (R), green (G), and blue (B) band, 

respectively forming a convex combination of spectral consistency and variance matching. 2

r , 
2

g  and 2

b are the variances 

of the original red (R), green (G), and blue (B) band data, respectively, and 
jk is the Lagrange multiplier to enforce the 

constraint (1).  

The solution to the above-mentioned minimization problem had been reported in an earlier work of the authors [11] and is 

briefly described in the following section. Two independent cases can be derived from Eq. (4). Case 1: with 1, , ,j j r g b   , 

for red, green, and blue respectively. Case 2: when 0, , ,j j r g b   , for red, green, and blue respectively. 

The first case deals with minimizing the spectral inconsistency between the actual multispectral data and the computed 

data. The second case compares the variances between the actual multispectral data and the computed data assuming a 

gaussian distribution of the intensity data. 

Proposition 1: 1, , ,j j r g b    for red, green, and blue, respectively. Eq. (4) can be written as 
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Without loss of generality, the three bands, namely red, green, and blue can be considered independently. Differentiating 

Eq. (5) concerning Rjk, the solution to Eq. (4) is given as 
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The pan-sharpened output for the red band is obtained as 

(1)

,  new jk jk meanR R R  (7) 

where 
(1)

, new jkR  is the pan-sharpened high-resolution output at the location (j,k), and Rmean is the sample mean of the red band. 

Superscript (1) stands for Case 1. Similarly, if we differentiate (4) concerning Gjk and Bjk respectively, the solution to Eq. 

(4) is given as 
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The pan-sharpened output for the green band is obtained as 

(1)

,  new jk jk meanG G G  (9) 

where 
(1)

, new jkG  is the pan-sharpened high-resolution output at the location (j, k), Gmean is the sample mean of the green band, and 

2 2 2
,     

 

jk

jk for the blue
cP

B
a b c

band  (10) 

The pan-sharpened output for the blue band is obtained as 

(1)

,  new jk jk meanB B B  (11) 

where 
(1)

, new jkB  is the pan-sharpened high-resolution output at the location (j,k), and Bmean is the sample mean of the blue band. 

Proposition 2: 0, , ,j j r g b    for red, green, and blue band, respectively. Eq. (4) can be written as 
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Without loss of generality, the three bands, namely red, green, and blue can be considered independently. Differentiating 

Eq. (9) concerning Rjk, Gjk, and Bjk respectively, the solution to Eq. (4) is given as 
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Respectively, the pan-sharpened output for the red, green, and blue band is respectively obtained as  

(2)

, 

(2)

, 
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, 

 
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where 
(2) (2) (2)

, , , ,  ,  new jk new jk new jkR G B is the pan-sharpened high-resolution output and Rmean, Gmean, Bmean are the respective sample 

means of the red, green, and blue band respectively.  Superscript (2) stands for Case 2. 

Remark 1: er, eg, and eb are the errors associated with the multispectral red, green, and blue band which represents the variance 

difference between the actual and the computed data. Eqs. (13)-(15) are circuitous involving error ratios that are 

dependent on the solution of Rjk, Gjk, and Bjk, respectively. For example, the ratios /g re e  and /g be e  in Eq. (14) for 

Gjk depend on Rjk, Gjk, and Bjk. Similarly, for the error ratios involved in Eqs. (13) and (15). The circuitous relation 

is resolved [11] by showing that the error ratios, in the optimal case, can be considered as the ratio of the variances 

of the respective spectral band. For example, the error ratios in Eq. (14) is in the form 
2 2/ / g r g re e  and 

2 2/ / g b g be e . Similar results apply for the error ratios in Eqs. (13) and (15). 

The solution of Case 1 and Case 2 as given in Eqs. (6), (8) and (10) as well as Eqs. (13)-(15), respectively represent 
high-resolution deviation (from the respective mean) in the multispectral band for each channel. 

Remark 2: The fusion process can be performed simultaneously for all the three bands considered. 
(1) (1) (1)

, , , ,  ,  new jk new jk new jkR G B  

(when added to respective mean) represent the projected high-resolution multispectral band based on Case 1 while 

(2) (2) (2)

, , , ,  ,  new jk new jk new jkR G B  (when added to respective mean) represent the high-resolution multispectral band based on 

Case 2. 

Remark 3: Since the Eqs. (6)-(11) and (13)-(16) are in closed form, the computation of 
(1) (1) (1)

, , , ,  ,  new jk new jk new jkR G B  and 

(2) (2) (2)

, , , ,  ,  new jk new jk new jkR G B  for each location (j, k) is done in a single operation. Hence, the complexity of 

pan-sharpening computation is O(n) where n is the number of data points. 

3.3.   Proposed fusion method 

 
Fig. 1 Flowchart of the proposed fusion method 
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Fig. 1 shows the methodology of the proposed fusion method indicating the sequence of steps involved as 1, 2, etc as 

shown. First, a panchromatic band and multispectral band images were taken. Second, down-sampling the panchromatic data 

to the lower resolution of multispectral data since the resolution differs in the ratio of 4:1. For example, down-sampling of 8×8 

pixels pan data gives 2×2 pixels points. Thirdly, the deviation from the respective sample means was calculated for both the 

pan and XS data. Fourthly, the regression coefficients were calculated using Eq. (3), and the fifth step consists of applying the 

proposed two cases of fusion methods to the dataset with the respective means of the band added to the deviations (Eqs. 

(6)-(16)). Finally, the projected high-resolution multispectral data was down-sampled for comparison with the original 

low-resolution multispectral data. 

4. Evaluation Criteria  

The proposed method is applied to IKONOS data, the results of which are presented in the following section. The results 

of the proposed method of pan-sharpening are also compared with that of other state-of-the-art methods on the same data in 

that section. To compare the various results, using a common set of evaluation criteria which are described in this section. 

4.1.   Chi-square test 

The chi-square test [40] is computed as 
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O E

E







 (17) 

where 
iE  and 

iO are the expected and the observed data points, respectively, and i=1, 2…n. A small p-value indicates a good 

fit. The lower the p-value is, the more significant the result is. A low p-value indicates the probability of getting a better fit than 

the one evaluated is low. 

4.2.   Root mean square error (RMSE) 

Root mean square error (RMSE) [41] is defined as 
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where ix  is the original value, while ˆ
ix  is the computed value. A lower RMSE value indicates good spatial and spectral 

properties. 

4.3.   Signal to noise ratio (SNR) 

The signal to noise ratio (SNR) [42] can be calculated as follows 
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 (19) 

where ix and ˆ
ix  are the original and computed data, respectively. A higher SNR value indicates a good result. 

4.4.   Spectral discrepancy (SD) 

Spectral discrepancy (SD) [41] is usually done to check the spectral quality of the fusion result and is computed as follows 
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1
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A lower SD value indicates a good spectral quality of the fusion result. 

4.5.   Erreur relative globale adimensionelle de synthese (ERGAS) 

“Erreur Relative Globale Adimensionelle de Synthese (ERGAS)”, an error-index proposed by [43] which specifies the 

global picture quality of the fusion output and is given as 
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where (h/l) is the ratio of the pixel sizes between the pan and XS; ( )q  and q represents the mean of the q
th

 channel and the 

index of the band respectively. As proposed by [43], a lower value of ERGAS indicates a good quality or better fusion output, 

or the results are considered to be of low quality. 

4.6.   Relative average spectral error (RASE) 

RASE index is represented as a percentage to predict the spectral quality of the fusion output [44]. 

2

1

100 1
( )

K

i

i

RASE RMSE k
M K 

   (22) 

where M is the average pixel value in the spectral band considered, K indicates the number of bands, and RMSE is the root 

mean square error of the k
th

 channel. Like the ERGAS, the result can be interpreted similarly. A lower value of the RASE index 

indicates a good spectral quality of the fusion output. 

5. Experimental Results and Analysis 

IKONOS satellite image was used for the fusion process. IKONOS satellite image has been used by many researchers for 

various applications. In this work, an illustration of the proposed methods and other fusion methods were performed on a real 

IKONOS image consisting of a 32×32 pixels panchromatic band and corresponding 8 ×8 pixels multispectral band (shown in 

Figs. 2 and 3, respectively). The dataset consists of smaller areas selected from a larger IKONOS satellite image that is freely 

available for use. The IKONOS satellite image provides two types of images (a) a panchromatic image (1 m spatial resolution) 

and (b) a multispectral image (4 m spatial resolution) comprising of 4 bands namely, red, green, blue, and NIR. In this study, 

only the first three bands were considered. 

 
Fig. 2 32×32 panchromatic band 

Fig. 4 shows the fusion result based on the proposed method and Fig. 5(a) through (f) shows the fusion results based on 

HIS, Brovey, SFIM, HPF, PCA, and multiplicative methods, respectively. In this work, the fusion result was obtained only for 
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the three bands, namely, red, green, and blue of the multispectral channels. All the figures are presented in grayscale since each 

band can be represented as a single color. Therefore, the grayscale image will be equally effective.  

 

  
Fig. 3 8 ×8 multispectral band 

 

  

  

  
(a) Case 1 (b) Case 2 

Fig. 4 Fusion result based on proposed fusion method 
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For the assessment of the spectral and spatial quality of the fusion result, the projected high-resolution XS images are 

down-sampled so that they are in the same dimension as the original XS. Spectral consistency means that the down-sampled 

data from the high-resolution XS should be close to the original XS data [45].  

  

  

  
(a) IHS method (b) Brovey method 

  

  

  
(c) SFIM (d) High pass filter 

Fig. 5 Fusion results 
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(e) PCA (f) Multiplicative methods respectively 

Fig. 5 Fusion results (continued) 

Table 1 Performance evaluation of the proposed fusion method (Case 1 and Case 2) 

Evaluation criteria Multispectral Band Case 1 Case 2 

Chi square test (p value) 

Red 0.01 0.0002 

Green 1.4×10
-6

 1.4×10
-6

 

Blue 3.9×10
-4

 0.48 

RMSE 

Red 4.75 4.43 

Green 4.21 4.21 

Blue 4.45 5.86 

SNR 

Red 7.04 7.53 

Green 11.39 11.4 

Blue 10.13 7.70 

Spectral discrepancy 

Red 3.72 3.46 

Green 2.54 2.53 

Blue 2.22 3.35 

ERGAS  2.82 2.98 

RASE  10.63 11.61 

Variance 

Red (21.17) 31.83 25.882 

Green (17.81) 0.002 0.002 

Blue (10) 3.5 12.5 

In this study, the following evaluation factors were used for the qualitative and quantitative analysis of the discussed 

methods; Chi-square test, RMSE, SNR, SD, ERGAS, and relative average spectral error (RASE) for assessing the fusion 

results. Table 1 shows the fusion result based on Case 1 and Case 2 of the proposed fusion method. In Table 1, columns 

correspond to the evaluation criteria discussed in Section 4, the multispectral band considered and the results of Case 1 and 

Case 2 of the proposed method. The rows of Table 1 correspond to the evaluation criteria, viz. Chi-square test, RMSE, SNR, 

SD, ERGAS, relative average spectral error (RASE) as well as the red, green, and blue band data for each criterion used. Table 
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2 shows the performance of the existing fusion methods, viz. HIS, Brovey, SFIM, HPS, PCA, and multiplicative methods 

under the evaluation criteria mentioned in the previous section. The columns of Table 2 correspond to the existing fusion 

methods listed above, and the rows of Table 2 correspond to the different evaluation criteria, viz. Chi-square test, RMSE, SNR, 

SD, ERGAS, and relative average spectral error (RASE) as explained in Section 4. The comparisons made from Table 1 and 

Table 2 for the dataset used in this work can be summarized as follows. 

Table 2 Performance evaluation of HIS, Brovey, SFIM, HPF, PCA and Multiplication methods 

Evaluation criteria Multispectral Band IHS Brovey SFIM HPF PCA Multiplication 

Chi square test (p value) 

Red 0.92 1 0.56 1 1 0 

Green 0.09 1 0.99 1 1 0.1 

Blue 0.15 1 0.97 1 1 7x10
-4

 

RMSE 

Red 5.38 23.5 7.19 16.02 26.27 3.15 

Green 5.39 33.38 10.12 23.09 32.88 5.65 

Blue 5.46 31.71 9.56 21.89 43.88 4.51 

SNR 

Red 5.72 0.43 5.31 1.12 2.28 11.40 

Green 8.28 0.44 5.36 1.07 2.45 7.58 

Blue 7.74 0.44 4.85 1.08 2.04 9.24 

Spectral discrepancy 

Red 4.62 23.24 4.33 15.85 26.05 2.42 

Green 4.62 33.19 6.08 22.99 32.84 5.19 

Blue 4.63 31.57 5.77 21.83 43.87 4.02 

RASE  14.04 233.21 6 31 15 4 

Variance 

Red (21.17) 58.4 3.05 37.19 17.52 52.49 35.67 

Green (17.81) 52.31 4.13 53.07 24.68 17.55 42.63 

Blue (10) 38.04 3.23 50.45 23.51 10.05 41.58 

Table 1 shows the performance evaluation of the proposed method (two cases) based on the evaluation parameters used. 

Table 2 gives the performance evaluation of the state-of-art methods, namely HIS, Brovey, SFIM, HPF, PCA, and 

multiplication methods using the evaluation indices discussed. The evaluation indices discussed in Section 4 have been applied 

to our proposed method and each of the existing method mentioned in the previous section. The evaluation of each methods is 

done using the same dataset so that a comparative analysis can be made from the results shown in Table 1 and Table 2. A 

numerical analysis between the proposed method and the state-of-art methods based on the evaluation criteria mentioned 

above is as follows. 

5.1.   Chi-square test 

From Table 1 and Table 2, it can be seen that Case 1 and Case 2 of the proposed method give the smallest p-value for all 

the XS bands. Except for the blue band, the multiplication method gives the least p-value of 0.0007. The p-value indicates the 

probability of getting a better fit. Smaller the p-value better the goodness of fit. Therefore, there is a small chance that other 

methods will provide a better fit than the proposed method. On the other hand, Brovey, HPF, and PCA methods correspond to 

a maximum p-value of 1 for all the XS bands. Therefore, the fit is poorer in those cases compared to the proposed cases. 

5.2.   Root mean square error (RMSE) 

The RMSE value indicates the error between the computed and the observed data. It shows how far the computed data 

deviate from the observed data. Larger the value of RMSE, greater the error between the dataset points. The RMSE for Case 1 

was found to be 4.75, 4.21, and 4.45, respectively for the red, green, and blue band while Case 2 gives corresponding values of 

4.43, 4.21, and 5.86. The RMSE of the proposed method was found to be similar compared to that of the multiplicative method 

which gives a value of 3.15, 5.65, and 4.51, respectively for the red, green, and blue band. But the proposed two cases give a 

lower value compared to the remaining methods. The Brovey and PCA methods result in the largest RMSE value amongst all 

the methods indicating that the difference between the original XS and the computed XS is very large. For example, the Brovey 

method gives an RMSE value of 23.5, 33.38, and 31.71, respectively for the red, green and blue band. 
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5.3.   Signal to noise ratio (SNR) 

The SNR value gives the amount of information contained in the fused output. The SNR is the highest for the proposed 

two cases with a value of 7.04, 11.39, and 10.13 for Case 1; 7.53, 11.4 and 7.70 for Case 2 for the three bands respectively. The 

multiplication method also results in similar values of 11.40, 7.58, and 9.24, respectively for the three bands. Brovey, HPF, and 

PCA result in the least SNR value. For example, the HPF method results with a lower SNR value of 2.28, 2.45, and 2.04 for the 

red, green, and blue band, respectively. 

5.4.   Spectral discrepancy (SD) 

A low value of SD indicates a good spectral quality. SD is the lowest for the proposed method followed by the 

multiplication method, while Brovey and PCA methods give the highest discrepancies. Two proposed cases result in the values 

of 3.72, 2.54, and 2.22 for Case 1; 3.46, 2.53, and 3.35 for Case 2 for the red, green, and blue band, respectively. On the other 

hand, the existing methods give a higher value than the proposed methods. For example, a PCA based method gives a value of 

26.05, 32.84, and 43.87, respectively for the red, green and blue band. As mentioned above, SD indicates the level of spectral 

quality of the results. Higher the value, lower the spectral information.  

5.5.   Erreur relative globale adimensionelle de synthese (ERGAS) 

The ERGAS values of the proposed two cases compare quite well with a value of 2.82 for Case 1, and 2.98 for Case 2 with 

the multiplication method value of 3. The remaining methods give a higher ERGAS value, for instance, HPF and PCA give a 

value of 23 and 22, respectively. A low ERGAS value indicates a good fusion output. Brovey, HPF, and PCA methods result in 

a maximum ERGAS value and hence indicate a poor output. 

5.6.   Relative average spectral error (RASE) 

The SFIM and multiplication methods give a lower RASE value of 6 and 4, respectively against the proposed two cases 

(Case 1 and Case 2) with a value of 10.63 and 11.61. The Brovey method results in the maximum RASE value of 233.31. 

Similar to ERGAS, a low RASE value indicates a good result of the output. 

In terms of variance matching, for both the two cases of the proposed fusion method, the variance of green bands is almost 

constant with a very small value of 0.002 against the actual variance of 17.81. However, compared to the other methods, Case 

2 gives the best approximation for red and blue bands of 25.88 and 12.5 against the original variance values of 21.17 and 10, 

respectively. IHS gives a larger value than the original multispectral variance. And, Brovey method results in the lower 

variance value compared to the actual multispectral variance. Though PCA seems to result in a closer approximation to the 

actual variance for green and blue bands, the result is not significant since other evaluation parameters of PCA such as the 

p-value, RMSE, SD, ERGAS, and RASE values do not relate well with its variance data. Case 2 of the proposed method gives 

a better approximation to the actual variance for red and blue bands.   

There are certain specific cases where the existing fusion methods seem to indicate a better result than that of the proposed 

method. For example, the p-value for the blue band obtained by the IHS method and multiplication method is smaller than the 

p-value of the proposed method of Case 2. The critical value (CV) obtained through HIS and multiplication methods are small, 

so the p-value results are small.  The RMSE value provided by the multiplication method for the red band is also smaller than 

that provided by the proposed method. The multiplication transform method also gives a higher SNR value for the red band. 

Because the RMSE value of the multiplication method is smaller and according to SNR definition, smaller RMSE results in 

large SNR. Lastly, the SFIM and multiplication transform methods give a lower RASE value compared to the proposed 

method. However, in summary, it is clear that overall the proposed Cases of 1 and 2 outperform all the existing methods. 
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6. Conclusion  

In this paper, a new pixel value-based image fusion method of a high-resolution panchromatic band and a low-resolution 

multispectral band were proposed. A linear regression relationship between the panchromatic and multispectral band was 

formulated. A Lagrange multiplier based objective function which seeks to maximize spectral consistency and tracks variance 

of the given data independently was formed. The results of the proposed pan-sharpening method were compared with a few 

existing image fusion methods such as HIS, Brovey, SFIM, HPF, PCA, and multiplication methods on a common set of 

IKONOS satellite data. The comparison was made based on seven evaluation criteria. Considering overall performance, the 

proposed method came out favorably when compared with all other existing methods because the majority of the evaluation 

indices gave a better result for the proposed method. However, there were a few cases of isolated improved data for the existing 

methods on certain criteria compared to the proposed method as pointed out under the discussion section. Nevertheless, 

improved results of the existing methods seemed to be sporadic and not supported all criteria, so the performance of the 

existing methods put into question.  Hence, it can be concluded that the proposed method outperforms the existing methods 

based on common data and independent criteria. As future work, it is necessary to study how far the improved performance of 

the proposed method is robust in the sense that if the input data is changed how will it affect the comparative performance. 
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