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Abstract 

Effective analysis helps players evaluate their performance, make necessary adjustments, and develop diverse 

game strategies. Moreover, the analysis provides viewers with different perspectives, enhancing their understanding 

of the game. This study aims to develop a basketball player detection and analysis system to assist in analyzing on-

court situations. The system uses perspective transformation to obtain player tracking information on the top view 

image in basketball games. The system uses a modified you only look once (YOLO) v5 model that replaces the 

backbone of YOLOv5s with the MobileNetv3-small architecture for player detection. Compared to the original 

YOLOv5, the modified YOLOv5 reduces parameters from 7.02 × 106 to 3.5 × 106, a decrease of 49.8%. The number 

of frames obtainable per second increases from 12.4 to 17.5, an improvement of about 41.1%. Finally, the system 

performs perspective transformation and tracks the detected player positions onto the top-view court image using 

the YOLOv5 model. 
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1. Introduction 

Image processing is a major research area in computer science that involves techniques such as image analysis, 

enhancement, and reconstruction. Common image processing techniques include edge detection, color model conversion, and 

image filtering. These techniques have applications in various fields, including artificial intelligence, autonomous driving [1-

3], virtual reality, defect detection [4-5], and medicine [6-7]. 

Object detection, a crucial research area in computer vision, involves accurately identifying and locating specific objects 

in images. This technology has been extensively used in fields such as autonomous driving, medical imaging, and security 

surveillance. Deep learning significantly improves object detection performance. Traditional methodologies for object 

detection include histograms of oriented gradients (HOG) and AdaBoost [8]. Deep learning approaches that have been 

employed to enhance object detection include convolutional neural networks (CNNs), you only look once (YOLO), single shot 

multibox detector (SSD) [9], and MobileNet. 

This study focuses on the following questions: how to determine the court boundaries to facilitate the accurate projection 

of player positions onto the court view, what methods to use for player detection, how to confirm player positions and project 

them onto the court view, and how to improve the model to increase efficiency and accuracy. Therefore, this study proposes a 

basketball player detection system based on YOLOv5. It employs techniques such as the hue saturation value (HSV) model, 

Canny edge detection, and Hough transform to confirm basketball court boundaries. The study conducts player detection by 

 
* Corresponding author. E-mail address: jiashing@tea.ntue.edu.tw 



158  Advances in Technology Innovation, vol. 9, no. 3, 2024, pp. 157-171 

using a modified YOLOv5 model and projects player position information onto a top-view basketball court image through 

perspective transformation to obtain the desired planar information. The modified YOLOv5 improves frames per second (FPS) 

by approximately 41.1%.  

The remainder of this article is organized as follows: Section 2 describes the relevant literature, Section 3 describes the 

system architecture, Section 4 presents a description of the experiments and the experiment results, and Section 5 presents the 

conclusions. 

2. Literature Review  

In recent years, many object detection methods have been continuously introduced, and due to the widespread use of 

mobile devices and diverse application scenarios, how to lightweight models for deployment on mobile platforms has become 

a highly researched topic. The popular object detection methods in recent years are summarized in Table 1. Dalal and Triggs 

[10] introduced HOG, a widely utilized feature descriptor method in image processing and computer vision in 2005. HOG 

divides an image into small blocks and computes the gradient magnitude based on the pixel gradient directions within each 

block, with this information considered to be the block’s feature. It addresses the feature extraction problem in pedestrian 

detection. The HOG feature vector is frequently combined with a support vector machine (SVM) for training to perform object 

detection tasks. 

Table 1 Methodologies of object detection 

Object 

detection 

Traditional 

methods 

HOG 

Adaboost 

Deep 

learning 

CNN 

YOLO 

SSD 

MobileNet 

The YOLO algorithm [11] is a popular real-time object detection algorithm that employs one-stage detection. In such 

detection, an image is examined only once to recognize and locate objects, and therefore, YOLO offers efficiency advantages 

in object detection. YOLO divides each image into a fixed-size grid and analyzes each grid for potential objects and their 

positions. Each grid prediction comprises the probability of belonging to a particular object, the location of the bounding box, 

and the object’s class. 

MobileNet [12], an optimized network architecture specifically designed for mobile devices, is lightweight and efficient, 

therefore, it is ideal for deep learning on mobile or embedded devices. The core innovation of this architecture is the use of 

depthwise separable convolution, which decomposes traditional convolution into depthwise and pointwise convolution steps, 

thereby reducing computation and parameters and resulting in a lighter model. MobileNetv2 [13] is an improvement on 

MobileNet because it includes Inverted Residual blocks and Linear Bottlenecks. MobileNetv3 [14] builds on MobileNetv2 

because it employs a squeeze and excitation structure [15]; through global average pooling, it calculates each feature map’s 

weights to improve the model’s focus on crucial features and thereby improve its recognition performance. 

In 2019, Google introduced EfficientNet [16], which has the core concept of compound model scaling. EfficientNet is 

based on compound coefficients, which enable uniform scaling of the network’s depth, width, and resolution in its architecture. 

Although individually increasing depth, width, or resolution can improve model accuracy, saturation tends to occur once 

accuracy reaches approximately 80%, which can make further improvement challenging. To enhance accuracy, compound 

model scaling balances the network’s depth, width, and resolution by adjusting them simultaneously based on compound 

coefficients, which improves the overall model performance. EfficientNetv2 [17], an advancement over EfficientNet, 

addresses problems such as slow training speeds associated with large input sizes through the introduction of the Fused-

MBConv structure in certain modules. 
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In contemporary sports, performance analysis through computer vision has emerged as a critical area of research. Player 

detection in sports scenes has wide applicability, including in sports such as ice hockey and basketball. Researchers proposed 

a two-stage CNN model for detecting players in ice hockey [18]. In addition, for basketball, researchers used YOLOv2 for 

player position tracking [19] and trained a two-layer long short-term memory model [20] for player action recognition. In 

addition, researchers used combinations of HOG and SVM for player detection [21], followed by the transformation of player 

positions to a top view for analysis [22]. In addition, AdaBoost was proposed for player detection [23]; however, experimental 

results indicated that its effectiveness was below expectations and that it was unsuitable for object detection in sports events. 

3. System Structure and Methodology 

This study structures its system by using the integrated definition for function modeling (IDEF0) modeling method, which 

is based on the structured analysis and design technique, to describe system functionality. IDEF0 can help organizations 

analyze and understand their processes or systems, providing a clearer understanding of how a system works. As illustrated in 

Fig. 1, the system (A0) comprises three submodules designed to achieve player detection and tracking: court detection, 

YOLOv5 player detection, and player position localization. The purpose of the court detection module is to define the court 

boundaries using various image processing methods. Then the YOLOv5 player detection module identifies the player positions. 

Finally, the player position localization module projects the player positions onto the top-view image of the court to obtain the 

required planar information. 

 

Fig. 1 IDEF0 for player detection and analysis system 

Fig. 2 displays the court detection module (A01), which takes red, green, and blue (RGB) images from basketball videos 

as input. It converts the RGB color model to the HSV color model, uses the Canny edge detection algorithm to identify 

basketball court edges, and uses the Hough transform to define court boundaries. After summarizing these steps, the module 

obtains an image confirming the basketball court’s extent, which is used for subsequent perspective transformation. 

 

Fig. 2 IDEF0 for court detection 
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The study converts images from the RGB to the HSV color model because of the ease of extracting information with 

specific color ranges in the HSV color model (A011). In the HSV color model, (��, ��, ��) represent the coordinates of RGB. 

They are normalized by dividing each value by 255, which ensures that values range from 0 to 1, which accurately describes 

color information in the HSV color model. The conversion formulas are displayed below. 

( ), , , ,
255 255 255
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This study uses the Canny edge detector (A012) to detect basketball court boundaries. The Canny edge detection 

algorithm, which is a classic edge detection technique known for its ability to detect edges in images while resisting noise 

interference, is widely used in various image processing tasks, including object detection, feature extraction, and image 

segmentation. The algorithm involves four steps: Gaussian smoothing, gradient calculation, nonmaximum suppression, and 

hysteresis thresholding. 

First, before detecting edges in the image, Gaussian blurring is applied to reduce noise, typically using a Gaussian 

smoothing filter. Second, gradients are computed using Sobel filters to compute the gradient magnitude and direction for each 

pixel. Third, non-maximum suppression is applied to filter out pixels by retaining only those where the gradient has the 

maximum magnitude in its direction, preserving finer edges. Finally, double thresholding is applied using two thresholds: a 

low threshold and a high threshold. These thresholds are used to select edges by either preserving or discarding pixels based 

on their edge strength. 

Hough transform (A013), a technique used to detect geometric shapes such as lines and circles in images, uses a voting 

mechanism to confirm lines, with line equations typically represented using the slope-intercept form. When a line is 

perpendicular to the x-axis, the slope becomes infinite, which can lead to computational difficulties. Therefore, the Hough 

transform uses normal parametrization to represent lines in such cases. A point can be the intersection of infinitely many lines. 

When these lines are transformed into polar coordinates through plane coordinate transformation, if the curves formed by two 

points intersect in polar coordinates, it implies that the two points are on the same straight line. 

In the player detection component of this study, a modified YOLOv5s model (A02) is applied. The main modification of 

the model involves changing the backbone architecture of YOLOv5s to those of other models to reduce computation and 

increase processing speed. 
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A. YOLOv5s (A02) 

For the YOLOv5s input, the mosaic data augmentation method is applied, as it is for YOLOv4, and adaptive computation 

and scaling of anchor boxes are incorporated. The mosaic data augmentation technique combines multiple images by randomly 

cropping, scaling, and arranging them to increase the diversity of training data. This approach can improve a model’s sensitivity 

to object detection in different scenes and at different angles. 

The backbone of the YOLOv5s model mainly extracts image features by converting an input image into multilayer feature 

maps, which are used for subsequent object detection tasks. Its structure mainly consists of the focus module, the Conv module, 

the C3 module, and the spatial pyramid pooling-fast (SPPF) module. Fig. 3 illustrates the architecture of the YOLOv5s model. 

 

Fig. 3 Architecture of YOLOv5s model 

The focus module in YOLOv5s is used for slice operation. It is designed to process input images efficiently by reducing 

computation while preserving relevant features. For example, after receiving an input image of the size 608 × 608 × 3, the 

module performs slice operations to transform it into a feature map of the size 304 × 304 × 12. It then performs a convolution 

operation, which results in a feature map of the size 304 × 304 × 32. 

The C3 module comprises three conv modules and several bottleneck modules. Each bottleneck module has two 

convolutional layers. The C3 module enhances the feature extraction capability by increasing the network’s depth. Fig. 4 

illustrates the architecture of the C3 module. 

 

Fig. 4 Architecture of C3 module 
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SPPF is an improved version based on spatial pyramid pooling (SPP). It processes input through multiple MaxPool layers 

of different sizes to obtain feature information at different scales. These features are then merged. This is completed to address 

the multiscale problem in object recognition tasks. Fig. 5 illustrates the architecture. 

 

Fig. 5 Architecture of the SPPF module 

 The neck of the YOLOv5s model is used for feature fusion and enhancement. It uses the feature pyramid network (FPN) 

and path aggregation network (PAN) structure to combine image features and pass them to the prediction layer. In the FPN 

structure, information flows from top to bottom, with features from higher layers merged with those from lower layers through 

upsampling. PAN is a feature fusion structure that adds a layer of bottom–top feature fusion following the FPN process. Fig. 

6 illustrates the architectures. 

  

(a) FPN (b) PAN 

Fig. 6 Architectures of FPN and PAN 

The head of YOLOv5s is responsible for predicting image features and generating bounding boxes to predict object 

classes. The detection layer comprises several components, including anchor boxes, convolutional layers, prediction layers, 

and nonmaximum suppression. 

B. MobileNetv3 

 MobileNetv3 is a lightweight CNN that mainly uses depthwise separable convolution to reduce the number of model 

parameters while maintaining accuracy. In this study, the backbone of YOLOv5s was replaced with the MobileNetv3-small 

architecture, named Mob_YOLOv5s, to reduce the number of parameters and achieve more favorable computational speed. 

Fig. 7 illustrates the MobileNetv3-small architecture, and Fig. 8 displays the Mob_YOLOv5s architecture. 

 Depthwise separable convolution can be divided into two components: depthwise convolution and pointwise convolution. 

Depthwise convolution performs separate convolutions on each channel individually. As displayed in Fig. 9, each channel is 

convolved with a separate kernel. Pointwise convolution applies a 1 × 1 convolution kernel to the feature map obtained from 

depthwise convolution. A flow diagram of this process is presented in Fig. 10. 
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Fig. 7 Architecture of MobileNetv3-small 

 

 

Fig. 8 Architecture of Mob_YOLOv5s 
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Fig. 9 Flow diagram of depthwise convolution 

 

 

Fig. 10 Flow diagram of pointwise convolution 

 As described in the following formula, S represents the computational cost of the standard convolution, DK represents the 

kernel size, DF represents the feature map size, � represents the number of input channels, and � represents the number of 

output channels. 

= × × × × ×
K K F F

S D D M N D D  (5) 

The computational cost of depthwise convolution is denoted as ��, and that of pointwise convolution is denoted as ��, as 

presented below: 

= × × × ×
K K F FdM D D M D D  (6) 

= × × ×
F FpM M N D D  (7) 

Relative to standard convolution, depthwise separable convolution reduces the computational cost by 1 �⁄ � 1 �
�⁄ , as 

illustrated in: 
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Fig. 11 Architecture of SE module 
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The introduction of the squeeze-and-excitation (SE) module in MobileNetv3 is another improvement. The SE module is 

an attention mechanism designed to improve the performance of deep neural networks. Its core concept involves squeeze and 

excitation, enhancing crucial features while ignoring irrelevant ones, thereby improving the feature extraction ability and 

overall performance of a model. Fig. 11 illustrates the SE architecture.  

During the compression phase, the SE module aggregates information from each channel of the input feature map through 

global average pooling to obtain global statistical information for each channel. This step helps with evaluating the importance 

of each channel. In the excitation phase, the focus is further extracting the features obtained in the compression phase. The SE 

module uses two fully connected layers to reduce the number of channels and parameters. Rectified linear unit and sigmoid 

activation functions are applied to the output of the fully connected layers. The formulas are presented below. 

( ) ( )max 0,=ReLU x x  (9) 

( )
1

1
−

=
+

x
Sigmoid x

e
 (10) 

C. EfficientNetv2 

Proposed in 2021, EfficientNetv2 is an iteration of EfficientNet that addresses the slow training speeds associated with 

training using large images in EfficientNet. EfficientNetv2 mainly differs from EfficientNet in the following four aspects: 

(1) Module usage: In addition to using the MBConv module, EfficientNetv2 uses the Fused-MBConv module. The MBConv 

module uses depthwise separable convolution, which has fewer parameters and computations and is suitable for mobile 

platforms. However, it cannot fully leverage modern accelerators. Therefore, some modules are replaced with Fused-

MBConv to improve computational performance. 

(2) Expansion ratio: EfficientNetv2 uses smaller expansion ratios in the MBConv module because smaller expansion ratios 

can reduce memory consumption. 

(3) Convolution kernel size: EfficientNet uses many 5 × 5 convolution kernels, whereas EfficientNetv2 uses 3 × 3 convolution 

kernels. 

(4) Layer removal: EfficientNetv2 removes the last MBConv module of EfficientNet to reduce parameter and memory 

consumption. 

  

Fig. 12 Architectures of MBConv and Fused-MBConv Fig. 13 Architecture of EfficientNetv2 model 
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Fused-MBConv, an enhanced version of MBConv, further improves the computational efficiency and performance of a 

model. It merges the depth-separable convolution in MBConv into a single standard convolution (Conv 3 × 3). Fig. 12 

illustrates the architectures of MBConv and Fused-MBConv, and Fig. 13 illustrates the architecture of EfficientNetv2. 

In this study, the original YOLOv5s backbone was replaced with the EfficientNetv2 architecture to create Eff_YOLOv5s 

to integrate the computational efficiency of EfficientNetv2 with YOLOv5s. The goal is to optimize YOLOv5s by utilizing the 

computational efficiency of EfficientNetv2 to achieve improved computational speed and performance. Additionally, the study 

compares the effects of different backbones on computational efficiency. Fig. 14 illustrates the architecture of Eff_YOLOv5s. 

 

Fig. 14 Architecture of Eff_YOLOv5s 

D. Locate player locations (A03) 

This study uses a perspective transformation to track and record the positions of players detected by YOLOv5s. 

Perspective transformation refers to the process of projecting a point from a three-dimensional real-world space onto a two-

dimensional plane. Given that a basketball court is effectively a plane, the transformation of real-world coordinates to image 

plane coordinates represents a projection from one plane to another. The formula for the perspective transformation is presented 

in: 

′=p Hp  (11) 

where � is the perspective transformation matrix that projects the position coordinates �� to the desired top view coordinates 

�. This formula can be expressed as follows: 

00 01 02

10 11 12

20 21 22

′     
     

′= =     
     ′     

x h h h x

y h h h y

w h h h w

 (12) 

Because the basketball court typically lacks distinct features, this study uses the four corners of the court that are visible 

to the camera as reference points. Fig. 15 illustrates the top view of the field, with the red dots representing �, and Fig. 16 

presents the real-world view of the court, with the green dots representing ��. The � matrix is derived from coordinates � and 

��, the player coordinates in the image are multiplied by this matrix to yield their corresponding top-view positions. 
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Fig. 15 Top view image Fig. 16 Real-world view of the court 

4. Experimental Results 

This section presents the results to evaluate the proposed approach. The experiments were performed using an NVIDIA 

GeForce RTX 3070 GPU, significantly accelerating the training process. Detailed software and hardware system configurations 

used in the experiments are provided in Table 2. 

Table 2 Hardware equipment 

Item Specification 

CPU AMD Ryzen5 5600x 

RAM 16GB DDR4-3200 

GPU NVIDIA GeForce RTX 3070 

Operating system Windows 10  

The data set used in this study primarily comprises images taken from basketball games played on campus, as illustrated 

in Fig. 17. The dataset was generated by recording matches and capturing an image every 2 seconds. A total of 2 different 

match videos were collected. The data set comprises 1270 images, with 960 used for training, 200 used for validation, and 100 

used for testing, accounting for approximately 76%, 16%, and 8% of the total images, respectively. The epoch is set to 300, 

and the batch size is set to 4. 

 

Fig. 17 Image from the data set 

Table 3 Confusion matrix 

 Predicted positive Predicted negative 

Actual positive TP FN 

Actual negative FP TN 
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A confusion matrix was mainly used to evaluate the training results in this study (Table 3). The confusion matrix is 

commonly used in deep learning to evaluate a model’s performance based on precision and recall, as illustrated in: 

=
+

TP
Precision

TP FP
 (13) 

=
+

TP
Recall

TP FN
 (14) 

Fig. 18 illustrates the line chart of the precision of each model during training, gradually converging after about 40 epochs. 

YOLOv5s shows slightly higher precision after convergence, about 1% higher than the other two models. Fig. 19 illustrates 

the line chart of recall of each model during training, where YOLOv5s also shows a slight lead of 1 to 2% over the other two 

models in terms of recall. In the current study, the mean average precision (mAP) was considered to be the primary indicator 

of the proposed model’s performance. The accuracy of object detection was measured using mAP@0.5, which evaluates the 

mAP at an intersection over union (IoU) threshold of 0.5. mAP@0.5:0.95 measures the mAP over a range of IoU thresholds 

from 0.5 to 0.95. A lower IoU threshold indicates less overlap between the detection and target boxes, whereas a higher IoU 

threshold indicates greater overlap. 

 

Fig. 18 Line chart of precision of each model 

 

 

Fig. 19 Line chart of recall of each model 



Advances in Technology Innovation, vol. 9, no. 3, 2024, pp. 157-171 169

The study trained three models, that is, YOLOv5s, Mob_YOLOv5s, and Eff_YOLOv5s, on the data set. The main 

evaluation metrics that were used were precision, recall, mAP@0.5, and mAP@0.5:0.95. Table 4 compares the training results 

for each model. Table 5 presents a comparative analysis of the performance of each model, focusing mainly on differences in 

the parameters, model size, giga floating point operations per second (GFLOPs), and FPS. 

Table 4 Comparison table of training results for each model 

Model 

Date 
YOLOv5s Mob_YOLOv5s Eff_YOLOv5s 

Precision 97.5% 97.4% 95.8% 

Recall 96.9% 94.4% 94.7% 

mAP@0.5 98.3% 98.2% 97.4% 

mAP@0.5:0.95 80.9% 72.3% 74.5% 

Table 5 Performance comparison chart of each model 

Model 

Date 
YOLOv5s Mob_YOLOv5s Eff_YOLOv5s 

Parameters 7.02 × 106 3.5 × 106 5.4 × 106 

Model size (MB) 13.7 7.08 10.6 

GFLOPs 15.8 6.3 6.9 

FPS (CPU) 12.4 17.5 13.7 

After conducting an extensive comparison, it is evident that the performance of the original YOLOv5s and 

Mob_YOLOv5s is similar, with only a slight difference in mAP@0.5:0.95. Eff_YOLOv5s is slightly behind the other two 

models. Mob_YOLOv5s has the fewest parameters, reducing them by approximately 49.8%. The FPS increased from the 

original 12.4 to 17.5, showing an improvement of approximately 41.1%. The parameters of EFF_YOLOv5s are reduced by 

approximately 23.08% compared to YOLOv5s, and the FPS is increased by 10.48%. When all factors are considered, 

Mob_YOLOv5s appears to be the most suitable model for player detection because of its higher precision and recall rates, 

consistent prediction rates at mAP@0.5, reduced model parameters, and greater computational efficiency. Therefore, the 

current study uses Mob_YOLOv5s for subsequent player detection tasks. However, the final selection of a model should also 

be based on a comprehensive evaluation of application scenarios and hardware resources.  

This study uses a test video segment of approximately 15 seconds for player detection using Mob_YOLOv5s, as illustrated 

in Fig. 20, with player positions subsequently transformed to a top view through perspective transformation. Perspective 

transformation can be used to project the original view of the court onto the top view image, which can facilitate tracking of 

players. Subsequently, the study uses perspective transformation to obtain player tracking information on the top view image, 

with players from different teams marked with green and red dots, as depicted in Fig. 21. 

  

Fig. 20 Mob_YOLOv5s player detection scene Fig. 21 Top view image of the player position 

tracking information 
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5. Conclusions 

This study proposes a basketball player detection and analysis system based on YOLOv5 that enables the detection and 

analysis of player positions during basketball games. With the introduction of the improved YOLOv5 model, the system 

achieves more efficient detection of player positions than the original version does. The improved model achieves improved 

performance, uses fewer parameters, and achieves more FPS. The incorporation of MobileNetv3-small significantly improves 

the system’s performance because it enables the number of parameters to be reduced by approximately 49.8% and increases 

the number of FPS by approximately 41.1%. 

Further improvement is required to ensure the current system can be adapted to different venues and game conditions. 

Currently, the system can primarily be used for school venues. Given the diversity of basketball venues, modifications to the 

court detection module are necessary to adapt to different court environments. This ensures that the court drawing is specific 

to each court where it is used. In addition, in the future, the performance of the model can be further optimized to enable it to 

be applied to mobile platforms or embedded devices, which can increase the system’s usability on the court. 
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