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Abstract 

Early machine learning prediction improves patient health and prevents heart disease, one of the leading causes 

of morbidity worldwide. However, challenges such as noise and incomplete data often obscure patterns critical for 

accurate predictions, and single-classifier models may fail to capture data complexity. This study aims to develop a 

robust ensemble model leveraging advanced feature selection techniques to enhance prediction accuracy. Various 

machine-learning algorithms are examined. Recursive feature elimination is applied to remove irrelevant features, 

improving model performance. The hybrid ensemble method achieves 93.15% accuracy, 93.15% precision, and 

92.97% recall, outperforming Principal Component Analysis and symmetrical uncertainty methods. This research 

sets a benchmark for future studies by leveraging hyperparameter tuning and advanced feature selection to optimize 

feature reduction and machine learning models. 
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1. Introduction 

The WHO identifies heart disease as the leading cause of death, affecting 17.9 million people annually [1]. Hypertension, 

high cholesterol, overweight, obesity, and hyperglycemia are key risk factors for heart disease. Sleep issues, leg swelling, 

chronic cough, and increased heart rate are also factors, according to the American Heart Association [2]. The overlap of 

symptoms with other illnesses makes early diagnosis difficult for doctors. Modern healthcare has shifted toward integrating 

IoT and AI devices to adapt to changing medical diagnostics. This trend improves practitioners’ heart disease diagnosis 

decisions [3]. Healthcare professionals prefer IoT and AI technologies for more accurate and timely diagnoses.  

Healthcare relies on machine learning (ML) to make accurate predictions from large datasets. It helps simplify geometric 

analyses of extensive medical records [4-6]. Integrating IoT and AI technologies enables early heart disease detection, meeting 

the need for accurate diagnoses in healthcare. This research focuses on optimizing ML through feature extraction and parameter 
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tuning. Grid search identifies optimal ML features and hyperparameters to enhance prediction accuracy. An ensemble 

technique further improves performance by addressing model biases. Various supervised ML classifiers are employed for 

predicting cardiac disease, utilizing datasets from University Hospital Zurich [7], VA Medical Centre (Long Beach, California), 

Hungarian Institute of Cardiology (Budapest), and Cleveland Clinical Foundation. The data from the UCI machine repository 

undergoes pre-processing, including removing missing values and standard scaling. Recursive feature elimination (RFE) is 

applied to select the six most crucial features, and diverse MLs are trained for classification. 

The study progresses through three stages: traditional heart disease prediction, feature elimination using RFE, and 

hyperparameter tuning via grid search. Key contributions include: 

(1) Developing an ensemble model using popular ML algorithms. 

(2) Using RFE to identify the six most relevant features, improves the model’s performance. 

(3) Optimizing hyperparameters to balance model complexity and avoid overfitting. 

(4) Evaluating model performance based on recall, precision, accuracy, and F-measure. 

2. Related Work 

ML for heart disease prediction has been extensively researched to identify early indicators. This effort is crucial as many 

heart disease risk factors overlap with diabetes, highlighting the importance of early and accurate detection in saving lives. 

Shah et al. [8] tested ML algorithms like Random Forest (RF), k-nearest neighbors (KNN), Decision Tree (DT), and Naïve 

Bayes (NB). Their study used 303 instances and 76 attributes from the UCI machine repository, but only 14 were used for 

their models. Their KNN achieved 90% training accuracy, but testing accuracy was only 78.95%, suggesting overfitting. The 

heart disease prediction system combines all classification methods into one algorithm [9]. The results indicate that the 

combined model outperforms individual methods. The lack of detailed performance analysis makes it difficult to assess the 

actual effectiveness of this hybrid approach. 

Ramotra and Mansotra [10] presented an integrated system utilizing a graph-based technique and weighted association 

rule mining applied to the Andhra Pradesh population. Unfortunately, the study does not specify prediction accuracy levels. 

Singh and Shrivastava [11] conducted a comprehensive analysis of different heart disease prediction techniques, emphasizing 

the efficiency of ML in prediction analysis. The absence of comparisons using appropriate datasets limits the generalizability 

of their findings. Ali et al. [12] used Kaggle datasets to test various ML algorithms, with Multi-layer Perceptron (MLP) and 

KNN achieving the highest accuracy of 91% and 100%. Nonetheless, further analysis is required to justify the success of KNN 

over MLP. Salhi et al. [13] focused on data analysis of heart disease, employing correlation matrix-based feature selection and 

achieving 93% accuracy with neural networks (NN). The authors did not emphasize the importance of features in their 

approach. 

The Multi-Layer Pi-Sigma Neuron Model (MLPSNM) [14] used Principal Component Analysis (PCA), Linear 

Discriminant Analysis (LDA), and normalization for feature reduction and a standard Backpropagation (BP) algorithm for 

classification. PCA is versatile but cannot capture meaningful attributes in non-linear complex data. Muhammad et al. [15] 

optimized feature spaces using algorithms like Fast Correlation-Based Filter Solution (FCBF), minimal redundancy maximal 

relevance (mRMR), Relief, and Least Absolute Shrinkage and Selection Operator (LASSO), achieving an accuracy of 94.41%.  

However, further exploration of the selection of optimization techniques and a comparative analysis is required. Singh 

and Kumar [16] identified KNN as the best predictor among support vector machine (SVM), KNN, linear regression, and DT 

with 87% accuracy. A summary of diverse qualities among ML algorithms for cardiovascular disease prediction is presented 

in Krittanawong et al. [17], highlighting the promising abilities of SVM and boosting algorithms. The authors commented that 

an appropriate approach to selecting an ML model is required to interpret the study in the context of clinical practices. 
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Yadav et al. [18] used Logistic Regression (LR), KNN, and NB, finding that fuzzy KNN produced better results. Akella 

and Akella [19] employed six ML algorithms, achieving an accuracy of 93% using an artificial neuron Network (ANN) for 

coronary artery disease detection. They employed 14 features without empirical study on feature selections. García-Ordás et 

al. [20] explored heart disease prediction using deep learning algorithms, and accuracy is limited to 78.3% with nNN after 

hyperparameter tuning and feature selection. The authors performed arrhythmia classification with heart rate variability (HRV) 

in Yaghouby et al. [21] using a small subset of the MIT-BIH dataset. They minimized the features using discriminant analysis 

techniques, and MLP was used to classify the four classes. Further validation on a large dataset is required. Asl et al. [22] 

found that feature selection reduced features to 5, with SVM achieving the highest arrhythmia classification accuracy. By 

focusing on critical elements, feature selection enhances accuracy. This study introduces a new feature selection method and 

ML optimization to improve classification. 

Nagavelli et al. [23] used weighted NB, SVM, and Extreme Gradient Boosting (XGBoost) with synthetic minority over-

sampling technique-edited nearest neighbor (SMOTE-ENN) for ischemic heart disease localization and an improved SVM for 

heart failure detection. They observed XGBoost as the most effective algorithm. The study concludes by suggesting feature 

enhancements, including dataset updates and integration with hospital databases. Cardiovascular disease causes 32% of global 

deaths, according to Biswas et al. [24]. They aimed for early-stage identification using ML. Chi-square, ANOVA, and mutual 

information (SF1, SF2, and SF3) are used to evaluate six ML models. RF is the most promising, with 94.51% accuracy, 94.87% 

sensitivity, 94.23% specificity, and 0.31 log loss for SF3 feature subsets. The model’s performance and selected features 

suggest it could be used clinically to predict early heart disease at a low cost and in a short time. However, the heart disease 

dataset was insufficient for developing a more accurate predictive model. 

Ahmad and Polat [25] emphasized early detection’s importance in fighting heart disease. Their research developed an 

ML model using Cleveland heart disease data. The jellyfish optimization algorithm reduced the dataset’s dimensionality, 

minimizing overfitting. The SVM classifier with the jellyfish algorithm achieved top performance, with 98.56% sensitivity, 

98.37% specificity, 98.47% accuracy, and 94.48% area under the curve. However, they must be implemented into clinical 

practice to improve patient diagnosis. The research addresses the pressing issue of heart disease, which affects ten billion 

people annually, as carried out by Saikumar et al. [26].  

IoT sensor data and deep learning created an intelligent heart diagnosis app. The DG ConvoNet model, trained on UC 

Irvine data and tested with Cleveland Clinical Foundation real-time instances, has 96% accuracy. The study used K-means for 

noise reduction and linear Quadratic Discriminant Analysis for feature extraction achieving 80% sensitivity, 73% specificity, 

90% precision, 79% F1-score, and a 75% Receiver Operating Characteristic (ROC) curve area. However, features were chosen 

randomly, and the paper does not evaluate their impact. Table 1 compares these articles, listing strengths and weaknesses. 

Table 1 Overview of studied articles 

Ref. Models Remarks 

Shah et al. [8] 
NB, DT, KNN, and RF were tested on the UCI 

machine repository. 

(1) Hyperparameters and features are not 

optimized. 

(2) Low testing set accuracy, i.e., 78.95%. 

Tarawneh and 

Embarak [9] 

A hybrid approach of NB, KNN, Genetic 

Algorithm (GA), SVM, and NN was used for 

classification. 

(1) NB and SVM outperform others, so 

hybridizing other models is inappropriate. 

(2) Max accuracy is 89.2%. 

Ramotra and 

Mansotra [10] 

K-means clustering, PCA, and LR to recognize 

heart disease. 

(1) They separated the datasets into healthy and 

abnormal using clustering. 

(2) PCA-based feature reduction regardless of 

significance. 

Ali et al. [12] 

MLP, KNN, RF, DT, LR, and AdaboostM1 

(AB M1) were applied to Kaggle datasets. 10-

fold cross-validation was used in training. 

The most predictive features were ranked by 

importance scores. MLP and KNN failed to 

generate scores, and without feature ranking, they 

obtained 91% and 100% accuracy, respectively. 
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Table 1 Overview of studied articles (continued) 

Ref. Models Remarks 

Salhi et al. 

[13] 

Three ML algorithms, KNN, SVM, and NN, 

are used on datasets of different sizes (i.e., 600, 

800, 1,000, and 1,200). A structured dataset of 

Algerian hospitals is used. 

(1) For 1,200 data records, the maximum accuracy 

for NN was 93%, SVM was 90%, and KNN 

was 85.5%. 

(2) No evaluation was presented for training and 

testing sets. 

(3) Precision and F1-scores are not analyzed. 

Burse et al. 

[14] 

MLPSNM is proposed for the UCI ML 

repository with 10-fold cross-validation. 

A three-layer network is used and, hence, less 

complex. 

Muhammad et 

al. [15] 

KNN, RF, DT, LR, and ANN were presented. 

The four distant feature techniques, LASSO, 

FCBF, Relief, and mRMR, were tested. 

(1) The success rate is 85% for ANN and 85.55% 

for KNN. 

(2) Relief features were found to be better in 

comparison to other techniques. 

Jabbar et al. 

[27] 

Weighted association rule mining and a graph-

based methodology were used. 

A subjective rule-based association using age, 

gender, and BP.  Prediction accuracy is not 

presented. 

Proposed 

approach 

An ensemble approach of eight ML is validated 

using a heart disease prediction dataset from 

the UCI machine repository. 

RFE employs a feature reduction technique. The 

model succeeded with 93.15% accuracy, with six 

features out of 14. 

This study identified several limitations. First, the models were trained on small, specific datasets, limiting their broader 

applicability across diverse populations. Second, while effective, the hybrid ensemble approach is complex and resource-

intensive, making it unsuitable for real-time or resource-limited settings. Third, the model’s performance heavily relies on 

feature selection, which may not always identify the most relevant features. Lastly, the high accuracy raises concerns about 

overfitting due to the small dataset and extensive tuning. Future work should focus on larger datasets, simplifying models, and 

improving feature selection methods. 

3. Dataset Description 

Medical data collection is challenging due to privacy and security concerns. Common heart disease prediction benchmarks 

include publicly available datasets like the UCI repository. This study uses the UCI heart disease dataset [7], which has 304 

records and 14 features and was reduced to 297 records after removing missing values. The dataset aims to classify heart 

disease as positive or negative, posing a binary classification challenge. The following sections focus on developing and 

optimizing ML models for accurate heart disease prediction. Table 2 describes the 14 attributes.   

3.1.   Data pre-processing 

Accurate data pre-processing is essential, as unprocessed data can weaken ML models. In this study, missing records 

were removed, and features were standardized for comparability and improved performance. A detailed dataset analysis is 

conducted, with the features described in Table 2. Standardization eliminates the mean and scaled-to-unit variance and aligns 

features with a standard normal distribution, enhancing the performance of many ML algorithms. This refined dataset will be 

used to develop and optimize heart disease prediction models. 

Table 2 Feature description 

# Feature Feature description  
Non-null 

count 

Data 

type 

0 age Age of the patient. 304 int64 

1 sex Gender of the patient. 304 int64 

2 cp 

Categorizes chest pain into four types: 1 for typical 

angina, 2 for atypical angina, 3 for non-anginal 

pain, and 4 for asymptomatic. 

304 int64 

3 trestbps 
Denotes blood pressure at rest (mm Hg) at hospital 

admission. 
304 int64 
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Table 2 Feature description  (continued) 

# Feature Feature description  
Non-null 

count 

Data 

type 

4 chol Defines the serum cholesterol level in mg/dl. 304 int64 

5 fbs 
Indicates fasting blood sugar level, with 1 for true 

and 0 for false (if greater than 120 mg/dl). 
304 int64 

6 restecg 

Describes restecg, with 0 for normal, 1 for 

abnormal ST-T wave, and 2 for left ventricular 

hypertrophy meeting Estes criteria. 

304 int64 

7 thalach 
Represents the highest heart rate possible in beats 

per minute (bpm). 
304 int64 

8 exang 
Indicates exercise-induced angina (exang), with 1 

for present and 0 for absent. 
304 int64 

9 oldpeak 
Explains the ST depression brought on by exercise 

in comparison to rest 
304 float64 

10 slope 

Emphasizes the steepest portion of the exercise ST 

segment, with 1 for upslope, 2 for flat, and 3 for 

downslope. 

304 int64 

11 ca 
Describes the count of major vessels (0–3) in 

fluorescence. 
304 int64 

12 thal 

Represents the Thalassemia category, with 3 for 

normal, 6 for a fixed defect, and 7 for a reversible 

defect. 

304 int64 

13 target 
Classification, i.e., 0 for no presence of heart 

disease and 1 for presence. 
304 int64 

3.2.   Exploratory data analysis 

 

Fig. 1 Age distribution of patients 

 

  

Fig. 2 Sex vs number of records Fig. 3 Exploratory data analysis of chest pain type 
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To better understand the dataset, exploratory data analysis is conducted, categorizing features into quantitative and 

categorical groups. Quantitative features take numerical values, representing various measurements. In the heart disease dataset, 

features such as age, cholesterol, thalach, and ST depression induced by exercise (oldpeak) were identified as quantitative. 

Categorical features are label values that categorize individuals into groups. Examples from the dataset used here include 

thalassemia (thal), gender, fbs, cp, exang, slope, ca, and restecg. These categorical features serve as target characteristics for 

analysis. During feature analysis, key features for heart disease prediction were identified. Fig. 1 shows the age distribution of 

heart disease patients and healthy individuals. Fig. 2 depicts gender distribution, while Fig. 3 shows chest pain type distribution. 

Correlation matrices and heatmaps offer insights into variable relationships. Fig. 4 highlights the correlation between attributes 

in the heart disease dataset. 

 

Fig. 4 Correlation between different attributes 

4. Methodology 

This study uses hyperparameter tuning and feature selection to create a supervised ML algorithm for heart disease 

detection. To ensure reliable evaluation, 70% of the dataset was used for training and 30% for testing and assessment. Before 

model development, the following preprocessing steps were applied to the dataset using a standard scaler to ensure consistency 

in feature scales. The experiments are carried out on a PC with an 11th-generation Intel(R) Core(TM) i5-1135G7 @ 2.40 GHz 

and 16 GB RAM. 

(1) Model development and training: A diverse set of ML algorithms was applied to the training dataset. Hyperparameter 

tuning was performed to optimize model architecture and improve predictive performance. An ensemble approach combined 

multiple models to enhance the system’s accuracy in predicting heart disease. 

(2) Hybrid ensemble classification: A hybrid ensemble classification approach integrated eight ML algorithms, leveraging 

their unique strengths to create a more robust heart disease prediction model. 

(3) Hyperparameter tuning: Hyperparameters were fine-tuned using techniques like grid search to optimize model 

performance for heart disease prediction. 

(4) Classification and evaluation: The final models were evaluated on the test dataset, assessing their generalization ability 

to new data. Performance metrics such as precision, recall, accuracy, and F-measure were used for performance evaluation. 

(5) Heart disease identification strategy: The strategy, visualized in Fig. 5, involves data preprocessing, training multiple ML 

models with hyperparameter tuning, and evaluating their performance on a test dataset. It combines traditional algorithms with 

the hybrid ensemble model for reliable heart disease prediction. 
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Fig. 5 Methodology for heart disease prediction system 

4.1.   Feature selection using recursive feature elimination (RFE) 

The ML’s ability to identify influential parameters is vital. Feature selection enhances algorithm performance, reducing 

execution time, improving accuracy, and mitigating overfitting. This study used RFE to select features from the heart disease 

dataset. RFE iteratively removes attributes while evaluating accuracy to determine the most essential features for prediction. 

It also uses cross-validation to identify the optimal number of features. Table 3 lists the six most relevant features selected by 

RFE for heart disease prediction. Streamlining the feature set improves model efficiency and interpretability while maintaining 

or enhancing accuracy. The following sections discuss how these features impact model performance and prediction accuracy. 

Table 3 Features selection using RFE 

Feature Feature ranking using RFE Support 

age 7 FALSE 

sex 1 TRUE 

cp 1 TRUE 

trestbps 6 FALSE 

chol 8 FALSE 

fbs 4 FALSE 

restecg 3 FALSE 

thalch 5 FALSE 

exang 1 TRUE 

oldpeak 2 FALSE 

slope 1 TRUE 

ca 1 TRUE 

thal 1 TRUE 

4.2.   ML algorithms 

As listed below, this research adopted eight ML models for analysis and finally proposed an ensemble model. 

(1) LR is a supervised classifier where a regression model can be used as a classifier using a decision threshold. It employs 

the sigmoid function to model the data, and the appropriate threshold selection can lead to high precision and recall. The 
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sigmoid function is a monotonic continuous function that ranges between 0 and 1. Mathematically, this classification can 

be expressed as 

( )
1

( )
1 exp (1, ) β

=
+ −

q

q

P y
x

 (1) 

where ����� gives the probability of �� to be 1, ��  is the input vector to be classified, and � is the vector parameter. Now, the 

classification problem is equivalent to finding vector parameters. 

(2) KNN is one of the simplest algorithms that stores all the classes and classifies the new ones based on the nearest neighbors 

calculating distance function. It assumes that similar entities reside close to one another in identical classes. The letter “k” 

represents the closest neighbors used to categorize an instance. In this algorithm, two quantities are necessary, i.e., the 

distance between two entities and the neighbors’ quantity (k). Typically, the Euclidean distance given in the following 

equation is used. 

( )
2

0

( , )
=

= −
N

K K

X

D X Y X Y  (2) 

As shown in Fig. 6, KNN calculates an entity’s distance from neighboring points and classifies it based on the nearest 

neighbors. Clean, normalized data is essential for KNN to prevent bias from outliers and high-value entities. During training, 

KNN stores the data, and in testing, it compares the test instance to the stored data, identifying the nearest neighbors to predict 

the majority label. The choice of ‘K’ and the distance metric significantly impacts the performance of the KNN method. 

 

Fig. 6 Classifier example with K = 4 and 7 neighbors 

(3) DT is a tree-structured supervised learning model for classification and regression tasks. Internal nodes represent the 

dataset’s features, branches represent decision paths, and leaf nodes provide the outcomes. Decision nodes have multiple 

branches (as shown in Fig. 7), while leaf nodes indicate the final decisions without further branching. Each decision or 

test is based on the characteristics of the dataset. 

 

Fig. 7 Decision tree structure 
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(4) RF builds multiple numbers of the individual DT in the training stage. Each tree predicts the results, and the class with 

the most predictable results is considered the model output. Fig. 8 shows the structure of RF using trees. 

 

Fig. 8 Random forest using multiple trees 

 

  

Fig. 9 Hyperplane-based classification in SVM Fig. 10 MLP layer representation 

(5) The SVM classifier employs a hyperplane for data classification. It looks for the best hyperplane in the area with the most 

significant distance from the data points. Fig. 9 illustrates the model’s attempt to fit the hyperplane with the most 

significant possible margin. The classification accuracy may be impacted by data points located closer to the plane. 

(6) NB is a probabilistic approach based on Bayes’ theorem, assuming all features are independent. It combines prior 

knowledge about classes with new evidence using training data. First, it calculates a probability table for each data point 

and then determines the posterior probability for each class. The predicted class is the one with the highest posterior 

probability. In this study, an ensemble approach incorporates both the traditional Gaussian NB method and its optimized 

variant. 

(7) XGBoost uses an ensemble of K classification and regression trees, enhancing learning by combining the judgments of 

weak classifiers. It reduces the computational cost and time of gradient boosting, making it a powerful tool for achieving 

state-of-the-art results in various fields. 

(8) Unlike XGBoost, MLP is a feed-forward NN with input, hidden, and output layers. Neurons are trained using BP, allowing 

MLPs to solve non-linearly separable problems by modeling continuous functions. This study randomized input vectors 

during training to achieve global learning. Fig. 10 illustrates the MLP layer structure. 
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4.3.   Optimization of Hyperparameter using a grid search 

Cross-validation and grid search were used to optimize classification parameters during hyperparameter tuning. Grid 

search systematically divides the hyperparameter domain into a grid, generating models for each parameter combination and 

using cross-validation to evaluate performance. This method thoroughly explores a selected portion of the algorithm’s 

hyperparameter space, providing consistent parameter values for dataset analysis. 

Grid search systematically generates each candidate’s parameter setting based on the parameters to be optimized. For 

instance, setting a sigma range in SVM to 5 will only allow five possible values. Therefore, the grid search approach provides 

5 × 5 = 25 permutations of parameter settings for a random classifier with two parameters and a sigma with five possible 

values. Then, it evaluates the parameter setting of each candidate. Find the optimal parameters among all. A grid search with 

10-fold cross-validation was conducted to find optimal hyperparameters for the heart disease dataset. The best hyperparameters 

obtained are shown in Table 4. Models were generated using feature selection and hyperparameter tuning before evaluating 

performance on the test set. 

Table 4 Hyperparameters tunning and its optimum value 

Classifier Initial hyperparameters Optimum value of hyperparameters 

LR ‘C’: [1, 5, 10, 15, 20, 25] ‘C’ = 1 

DT ‘criterion’: [‘gini’, ‘entropy’] ‘criterion’ = ‘gini’ 

SVM 

‘C’: [0.01, 0.1, 0.25, 0.5, 0.75, 1, 10, 100] 

‘gamma’: [1, 0.75, 0.5, 0.25, 0.1, 0.01, 0.001] 

‘kernel’: [‘rbf”, ‘poly’, ‘linear’] 

‘C’ = 0.1 

‘gamma’ = 1 

‘kernel’ = ‘linear’ 

KNN 
‘n_neighbors’: list(range(1, 56)) 

‘leaf_size’: list(range(1, 50)) 

‘n_neighbors’ = 12 

‘leaf_size’ = 1 

NB Smoothing: default 1e-9 Smoothing = 1e-9 

RF 

‘n_estimators’: [1, 5, 10, 15, 20, 25, 30], 

‘max_depth’: [3, 4, 5], 

‘max_leaf_nodes’: [10, 15, 20], 

‘min_samples_leaf’: [10, 15, 20, 25] 

‘n_estimators’: [25] 

‘max_depth’: [4] 

‘max_leaf_nodes’: [20] 

‘min_samples_leaf’: [20] 

XGBoost 

‘learning_rate’: [0.05, 0.10, 0.15, 0.20] 

‘max_depth’: [3, 4, 5] 

‘gamma’: [0.0, 0.1, 0.2, 0.3] 

‘learning_rate’: [0.10] 

‘max_depth’: [5] 

‘gamma’: [ 0.3] 

MLP 

‘C’: [0.01, 0.1, 0.25, 0.5, 0.75, 1, 10, 100] 

‘gamma’: [1, 0.75, 0.5, 0.25, 0.1, 0.01, 0.001] 

‘kernel’: [‘rbf’, ‘poly’, ‘linear’] 

‘C’ = [0.1] 

‘gamma’: [0.1] 

‘kernel’: [‘linear’] 

4.4.   Experimental evaluation and performance analysis 

The performance of the suggested system was assessed using 30% of the data for testing and 70% for training. The recall, 

precision, accuracy, and F1-score of the performance are evaluated using the confusion matrix. Accuracy defines the ratio of 

correctly identified labels to the total number of records. Precision is computed by taking the ratio of correctly identified heart 

disease labels to the total predicted heart disease labels. The recall is computed by the ratio of truly identified heart disease 

labels to all labels in the dataset with heart disease. The F1-score defines the weighted average of precision and recall. Accuracy, 

precision, recall, and F-measure are defined mathematically as follows: 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
 (3) 

TP
Precision

TP FP
=

+
 (4) 

TP
Recall

TP FN
=

+
 (5) 

Precision Recall
F1-score 2

Precision Recall

×
= ×

+
 (6) 
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True Positive (TP) represents the number of instances correctly predicted as positive (heart disease). False Positive (FP) refers 

to the number of instances incorrectly predicted as positive (heart disease) when they were negative. True Negative (TN) is the 

number of instances correctly predicted as negative (no heart disease), and False Negative (FN) refers to the number of 

instances incorrectly predicted as negative (no heart disease) when they were positive. 

Table 5 Precision score ML algorithms 

Precision 
HT without 

feature selection 

HT with 

feature selection 

Normal without 

feature selection 

Normal with 

feature selection 

LR 0.792731 0.821367 0.792731 0.821367 

DT 0.803762 0.793696 0.803762 0.793696 

SVM 0.871708 0.902577 0.851565 0.891429 

KNN 0.883295 0.903718 0.862873 0.89472 

NB 0.865055 0.885839 0.865055 0.885839 

RF 0.804549 0.872304 0.83811 0.861491 

XGBoost 0.821914 0.813455 0.802085 0.842376 

MLP 0.836731 0.862032 0.872178 0.921562 

Hybrid ensemble 0.891429 0.93414 0.862973 0.911993 

Table 6 Recall score ML algorithms 

Recall 
HT without 

feature selection 

HT with 

feature selection 

Normal without 

feature selection 

Normal with 

feature selection 

LR 0.792079 0.821782 0.792079 0.821782 

DT 0.78297 0.792871 0.782987 0.792871 

SVM 0.872178 0.901881 0.852376 0.89198 

KNN 0.88198 0.901782 0.862178 0.891881 

NB 0.862178 0.88198 0.862178 0.88198 

RF 0.802772 0.872079 0.832475 0.862178 

XGBoost 0.812673 0.812673 0.792871 0.842376 

MLP 0.832574 0.862277 0.872178 0.921683 

Hybrid ensemble 0.89198 0.931584 0.862277 0.911782 

Table 7 F1-score ML algorithms 

F1-score 
HT without 

feature selection 

HT with 

feature selection 

Normal without 

feature selection 

Normal with 

feature selection 

LR 0.79237 0.821246 0.792327 0.821246 

DT 0.78332 0.793214 0.78332 0.793214 

SVM 0.870684 0.900167 0.850746 0.891385 

KNN 0.879686 0.89717 0.859655 0.889194 

NB 0.858429 0.878572 0.858429 0.878572 

RF 0.803377 0.870185 0.833452 0.861523 

XGBoost 0.813778 0.812992 0.794058 0.842376 

MLP 0.83349 0.860202 0.872178 0.920871 

Hybrid ensemble 0.891385 0.929749 0.862549 0.91056 

Table 8 Accuracy analysis of various ML algorithms 

Accuracy 
HT without 

feature selection 

HT with 

feature selection 

Normal without 

feature selection 

Normal with 

feature selection 

LR 0.792079 0.821782 0.792079 0.821782 

DT 0.78297 0.792871 0.78297 0.792871 

SVM 0.872178 0.901881 0.852376 0.89198 

KNN 0.88198 0.901782 0.862178 0.891881 

NB 0.862178 0.88198 0.862178 0.88198 

RF 0.802772 0.872079 0.832475 0.862178 

XGBoost 0.812673 0.812673 0.792871 0.842376 

MLP 0.822574 0.852277 0.862178 0.911683 

Hybrid ensemble 0.89198 0.931584 0.862277 0.911782 
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The literature review [8-9, 13, 15] indicates that various ML models, including KNN, SVM, DT, NB, AdaBoost, and 

gradient boost, have been tested. These algorithms use different feature elimination and selection methods. In Salhi et al. [13], 

the authors ranked features using the Pearson correlation method. However, out of 14, they eliminated only one feature in the 

experiment. The major weakness of the Pearson correlation is that it considers all features independent and, therefore, fails to 

eliminate redundant features. Muhammad et al. [15] used a fast correlation filter (FCF) to choose the top features from the list 

of 14. FCF calculates symmetrical uncertainty to find the high correlation, and six features were selected based on the ranking 

results. Among all ML models, RF succeeded with 88.48% accuracy. However, their recall rate is limited to 85.57%. 

Alfadli and Almagrabi [28] used chi-squared distance for feature ranking and selected seven highly ranked features. They 

trained multiple ML models using different hyperparameter configurations. Their accuracy is limited to 83.15%. Sarra et al. 

[29] tested different ML models. They also used chi-squared distance to find the important features from the 14 features. Their 

study showed that SVM was the most accurate among KNN and ANN, with 89.47% accuracy using six feature sets. Thus, chi-

square (X2-distance) performed well in ranking the features, but its weakness is that it works well for small-size feature sets. 

Reduced processing load and improved system performance were achieved by removing superfluous and redundant 

characteristics and selecting the essential ones [30]. 

Further improving system performance, a unique feature weight for each class was computed using the conditional 

probability technique. The prediction of heart disease was also trained into a deep-learning ensemble model. The authors 

reduced the feature sets to 14 out of 23 and received 83.5% accuracy. Therefore, the RFE method is used in the proposed 

model. Six relevant features were obtained and used to train various ML models. To improve the performance, the hyper-

parameters of all models are optimized using the greedy search algorithm. Another can handle the weakness of one model, and 

therefore, their ensemble approach succeeded in performing better than other models. Table 9 shows the comparative studies 

of different models and proposed methods. 

Table 9 Comparison of models utilizing feature reduction method and ML models 

Ref. year Model Feature selection method 
Reduced 

features number 
Accuracy Precision Recall 

Tarawneh and 

Embarak [9] 
2019 

SVM, KNN, ANN, 

NB, DT 

Symmetrical uncertainty 

and one R selection 
12 83.75 81.15 82.35 

Burse et al. [14] 2019 
MLPSN - 14 90.44 - - 

SVM PCA 4 88.32 - - 

Shah et al. [8] 2020 KNN, NB, DT - 14 90.78 - - 

Muhammad et 

al. [15] 
2020 

DT, KNN, ETC, 

ANN, LR, RF, NB, 

SVM, GB, AB 

Correlation-based filter 6 88.48 90.87 85.57 

Ali et al. [30] 2020 
Ensemble deep 

learning 
Information gain 14 83.5 84.5 82.5 

Salhi et al. [13] 2021 KNN, SVM, ANN Pearson correlation method 13 93 92 94 

Sarra et al. [29] 2022 SVM X2 feature selection 6 89.47 89.40 89.40 

Alfadli and 

Almagrabi [28] 
2023 Ensemble approach X2 feature selection 7 83.15 83.97 86.00 

Proposed 2024 Ensemble approach Recursive elimination 6 93.15 93.15 92.97 

 

5. Conclusions and Future Work 

This study significantly advances heart disease prediction by implementing a robust hybrid ensemble method. The 

implementation of hyperparameter tuning and feature selection significantly enhanced prediction accuracy. Several ML 

techniques were evaluated, including NB, XGBoost, KNN, RF, DT, LR, SVM, and MLP. Despite reducing features to six 

using RFE, the hybrid model achieved strong results: 93.15% accuracy, 93.15% precision, and 92.97% recall. DT using RFE 
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had a minimum accuracy of 79.15%, with the ensemble approach offering a 17.52% improvement. This success stems from 

hyperparameter tuning and feature selection optimizing model performance, demonstrating that focusing on key features 

enhances early heart disease detection and management. 

Future efforts will explore alternative optimization methods for feature selection and hyperparameter tuning. Integrating 

CNNs, RNNs, wearable device data, IoT for real-time predictions, GA, and more diverse populations will improve accuracy. 

A user-friendly app for heart health monitoring and real-time risk assessment is also planned. These extensions enhance the 

model’s practicality and impact on cardiovascular health management. 
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