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Abstract

This paper aims to review the performance of different machine learning (ML) models and develop models for the automated diagnosis of chronic kidney disease. To detect chronic kidney disease with better precision, selecting the right and better-performing ML model is significant as it improves the precision and accuracy of the chronic kidney disease diagnosis. The study uses the Joana Briggs Institute (JBI) scoping review methodology, which involves different steps such as searching relevant literature, conducting the review, and reporting the review result. In the search, the year of publication and the indexing of journals where the studies are published is used as inclusion and exclusion criteria. The review result shows that the current chronic kidney disease detection has focused on the development of ensemble-based and deep-learning methods. The deep learning method can achieve a higher accuracy of 99.75%.
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1. Introduction

Chronic kidney disease is one of the deadliest diseases on the globe if not treated early. According to Shanmugarajeshwari and Ilayaraja [1], chronic kidney disease affects 10% of the world’s population. In chronic kidney disease detection, the complexity of differentiating symptoms or common individual factors can be used to identify the disease at the early stages during the diagnosis. The researchers have developed different machine learning (ML) models, to aid human experts in automating the detection of chronic kidney disease at the early stages of its occurrence. In the traditional method, a urine test is used to identify whether a patient is suffering from kidney disease or not. In the urine test, medical experts examine urine albumin levels to detect kidney disease. However, the urine test has some weaknesses, such as the albumin level of the urine test can be normal in the early stages, the condition of equipment, and the highly experienced medical experts are required for accurate detection of chronic kidney disease.

Alternative chronic kidney disease examination techniques with the help of an automated ML model have been widely proposed by numerous researchers. The use of automated ML detection ranges from simple linear models such as support vector machines and tree-based models to complex deep neural networks and ensemble learning methods. In addition, the research on automated detection of chronic kidney disease has attracted many researchers from the field of artificial intelligence (ANN) especially, data mining and ML. For instance, Amirgaliyev et al. [2] analyzed the performance of logistic regression (LR), support vector machine (SVM), and ANN for chronic kidney disease detection. The comparative result shows that better accuracy of 94.60% is achieved using the SVM model. The model was developed with the chronic kidney disease data collected from the University of California Irvine (UCI) repository.
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Similarly, Saringat et al. [3] applied the ensemble method to develop an automated kidney disease detection model. In the study, various features of chronic kidney disease are used to train the model to improve its accuracy. The performance of the developed Naive Bayes (NB) model shows that the ensemble method detects the disease with an accuracy of 98.5% using the chronic kidney disease dataset collected from the UCI repository.

This study aims to identify the development of current research on the automated chronic kidney disease detection system. By conducting an in-depth study to examine several aspects such as research trends of the past five years, the models, the dataset, the methods used, the performance produced, and the contribution of each study, which is reviewed in this paper. This study is expected to provide a future automated chronic kidney disease detection development. This paper is organized as follows: Section 2 discusses the review-based research of automated chronic kidney disease detection. The research methodology is explained in Section 3. Section 4 discusses the results and answers to the research questions. Finally, Section 5 concludes the key results of the research.

2. Related Work

Different ML algorithms have been applied to detect chronic kidney disease problems. For instance, the deep learning method is applied to the automated detection of chronic kidney disease [4]. The performance of different machine learning models for chronic kidney diagnosis was investigated [5]. Among them, the ANN model achieves 95% accuracy on the test dataset collected from Imam Khomeini Hospital Iran.

Similarly, Sharma et al. [6] proposed a deep learning-based automated chronic kidney disease detection model that is effective for screening patients for early cases of the disease. The degree of precision of the existing retinal image screening systems is increased with the automated deep learning model. Overall, the proposed system achieved 91.6% accuracy as shown in the simulation result.

Furthermore, Senan et al. [7] analyzed the performance of different machine learning models on an Indian chronic kidney disease dataset obtained from the University of California Irvine (UCI) machine learning data repository. ML algorithms, namely the decision tree (DT) and K-nearest neighbors (KNN) gradient descent are compared on the UCI test dataset. The comparative result shows that DT has achieved 98.6% accuracy outperforming the KNN gradient descent.

In addition, Ifraz et al. [8] conducted a comprehensive analysis of intelligent ML methods such as DT, LR, and KNN. This study compared the performance of these models on the simulation using accuracy as a measure of performance in the evaluation. The simulation result shows that the LR model performed with an accuracy of 97%, the DT model achieved an accuracy of 96.25%, and the KNN model performs with the least accuracy of 71.25% in the simulation dataset.

In the literature surveys [1-3], the researchers’ review method does not adopt the standard literature review methodology that governs the review process. Moreover, their review does not show a detailed summary of what has been archived and the future direction in the automated chronic kidney disease diagnosis. For this reason, the Joana Briggs institute scoping review method for literature review research contributes to summarizing a literature review-based research flow. The aim is for the reader or other researchers who read this work easily find the information they are looking for from each point being reviewed.

3. Review Methodology

The JBI methodology is employed to conduct a scoping review on chronic kidney disease detection systems using an automated ML learning model. Furthermore, over the past few years, scoping review has become one of the literature review standards where the reviewer’s goal is to determine what kind of evidence (quantitative and/or qualitative) is available on the topic and to represent this evidence by mapping or charting the data. The purpose of this review is therefore to apply the JBI
A scoping review to summarize merging trends and the use of the ML model for the effective detection of chronic kidney disease. In addition, scoping review is a more and more common technique to synthesize the ever-growing suite of methodological guidance and resources to assist reviewers with the planning, conducting, and reporting of the scientific literature review [9].

The first step of the review of the performance of the ML model is the collection of the chronic kidney disease dataset. Phase two involves processing such as duplicate removal, label encoding, and replacing missing values. After that, the dataset is split into training and testing. Then the model is trained on a training set and the trained model is evaluated in the next step. Finally, the model performance is compared with different performance metrics such as accuracy, f-score, and receiver operating characteristic (ROC) curve. Fig. 1 demonstrates the methodology followed to evaluate the performance of different supervised learning models for chronic kidney disease detection.

3.1. Research questions

To maintain the focus of the scoping review, the research question and the objectives of the review are identified. Accordingly, the researchers followed the five criteria known as Population, Intervention, Comparison, Outcomes, and Context (PICOC) and formulated research questions for searching and summarization of reviewed studies related to automated chronic kidney disease detection as shown in Table 1. The population in the field refers to the target group of the research [10-12], intervention in the field refers to issues that attract researchers [13-14], comparison in the field refers to the comparison of interventions [15], and outcomes in the field refer to the result of the research. The research questions formulated based on the PICOC criteria are detailed in Table 2.

Table 1 The PICOC criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Automatic detection, ML systems</td>
</tr>
<tr>
<td>Intervention</td>
<td>Urine analysis, dataset</td>
</tr>
<tr>
<td>Comparison</td>
<td>N/A</td>
</tr>
<tr>
<td>Outcomes</td>
<td>The accuracy of chronic kidney disease detection &amp; performance of the ML model employed</td>
</tr>
<tr>
<td>Context</td>
<td>Automated medical diagnosis, scholarly articles</td>
</tr>
</tbody>
</table>

Table 2 Research questions

<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is the number of automated chronic kidney disease detection trends</td>
<td>To identify the number of studies conducted each year related to chronic kidney disease detection</td>
</tr>
<tr>
<td>2</td>
<td>What ML models are used to detect chronic kidney disease</td>
<td>To identify the type of ML model used to detect chronic kidney disease</td>
</tr>
<tr>
<td>3</td>
<td>What model has the better accuracy for kidney disease detection</td>
<td>To identify the model that is better suited for kidney disease detection</td>
</tr>
<tr>
<td>4</td>
<td>What types of the dataset are widely used in automated kidney disease detection studies</td>
<td>To identify the types of the dataset used for chronic kidney disease detection</td>
</tr>
</tbody>
</table>
3.2. Database search strategy

The search strategy aims to identify the primary studies considered for reporting the review result. The search strategy is used to collect literature from relevant sources and select appropriate literature for review based on the PICOC shown in Table 1 and research questions summarized in Table 2. In preparation for keywords searching relevant pieces of literature, the researchers followed the steps:

1. Identify the search terms or keywords based on the PICOC and research question
2. Identify the search keywords
3. Identify the alternative search keywords such as synonym words
4. Construct the search keyword using Boolean such as AND, OR

The keywords are used to collect the related literature depending on the relevance and requirements of the search database. This review only involves studies that were published in the open-access publication model. The year of publication is used as exclusion and inclusion criteria, only studies published in the years between 2017 and 2021 and journals publications are used excluding conference proceedings. The databases used in the literature search are presented as follows:

1. IEEE- Explore
2. Science Direct and Springer Link

3.3. Screening strategy

Pieces of literature that are not duplicate search results and similar studies are considered for the review process. The inclusion-exclusion criteria are summarized in Table 3. As demonstrated in Table 3, the studies published in the last five years were included in the literature survey. The studies that are not result-oriented are excluded from the literature review.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>The study is published in the last five years</td>
<td>The study is not published in English</td>
</tr>
<tr>
<td>The study is published in conference proceedings</td>
<td>The study is not result-oriented and does not provide an experimental analysis</td>
</tr>
<tr>
<td>The study has a contribution to the literature and an appropriate method is used</td>
<td></td>
</tr>
</tbody>
</table>

3.4. Data extraction and eligibility criteria

With the searching strategy discussed in Subsection 3.2, 50 pieces of literature are retrieved from the major databases. However, 26 pieces are duplicated and unnecessary and do not meet the inclusion review criteria. Studies that are not published in the year between 2017 and 2021 were not considered for review as well. Similarly, studies that do not contain detailed results and discussions are also not qualified for the review report.

In addition, the sources of the dataset employed by each study are considered eligibility criteria for the inclusion and exclusion of literature used in the review. After inclusion, all of the literature pieces are analyzed to obtain evidence and provide answers to formulated research questions. Thus, the synthesis of the literature answers the following questions:

1. What is the research trend of automated ML-based chronic kidney disease detection in the last five years?
2. What are the contributions of the authors of each research published?
3. Which ML model is widely used for automated chronic kidney disease diagnosis?
4. What is the highest accuracy achieved by the ML model?
4. Results and Discussion

This section discusses the research trend, and the number of articles published each year that are related to automated chronic kidney disease detection using ML. The contributions of the different researchers to automated chronic kidney disease detection with ML. The ML method used for automated diagnosis of chronic kidney disease is the highest accuracy achieved so far in the literature.

4.1. Research trends

This review collects twenty-four pieces of literature on an automatic detection system using ML methods. The literature is collected through a selection process based on the inclusion and exclusion criteria and the formulated research questions. The collected literature is then rearranged based on the year of publication to see research trends related to the automation of kidney disease diagnosis using ML methods. The research trend on automated chronic kidney disease detection using ML methods provides the answers to research question 1. The yearly research trend on the automation of chronic kidney disease diagnosis with ML methods is shown in Fig. 2.

![Fig. 2 Research trend for automated chronic kidney disease detection](image)

The number of studies on automation of the chronic kidney disease diagnosis with ML methods has been increasing from year to year with the highest number of studies conducted in the year 2021 and the lowest number of studies conducted in the year 2017. In addition, this scoping review revealed a growing trend in the use of automated chronic kidney disease diagnosis, which is expected to grow and be widely adopted in healthcare centers soon.

4.2. Commonly used ML methods for kidney disease diagnosis

![Fig. 3 The ML-model trend for automation of chronic kidney disease diagnosis](image)

The majority of the studies conducted on the automation of chronic kidney disease focus on improving the performance of the ML model for automated chronic kidney disease diagnosis. E.g., different preprocessing methods such as principal component analysis (PCA) for dimensionality reduction of retinal images [16-17]. Different types of ML methods are employed to develop automated chronic kidney disease. The distribution of different algorithms used for chronic kidney disease is shown in Fig. 3. As demonstrated in Fig. 3 ANN and SVM are the most widely used ML method for automated chronic kidney disease detection.
4.3. **State-of-the-art on automated chronic kidney disease diagnosis**

This is the first scoping review to examine the use of automated chronic kidney disease detection. While research has been conducted on the automation of chronic kidney disease with the ML method [18] and performance evaluation of different ML methods used for chronic kidney disease as separate research topics [19], now is the time to realize the critical relationship between ML method and their performance on chronic kidney disease detection. Automated kidney disease diagnosis systems cannot be implemented effectively without a solid foundation of the state of the art, in both academic and clinical practice settings. The findings of this review will help data scientists and experts from the ANN field to proactively shape the future research direction and focus, ensuring that the ML method with the core decision-making process and personal assistant systems. The automated chronic kidney disease detection methods and the best accuracy achieved as well as the ML method employed are summarized in Table 4.

<table>
<thead>
<tr>
<th>No.</th>
<th>Study</th>
<th>Method employed</th>
<th>Dataset</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Amirgaliyev et al. [2]</td>
<td>SVM</td>
<td>UCI repository</td>
<td>94.60%</td>
</tr>
<tr>
<td>2</td>
<td>Saringat1 et al. [3]</td>
<td>Decision Tree</td>
<td>UCI repository</td>
<td>98.5%</td>
</tr>
<tr>
<td>3</td>
<td>M. Bhatt and T. Kasbe [5]</td>
<td>ANN</td>
<td>Imam Khomeini Hospital Iran</td>
<td>95%</td>
</tr>
<tr>
<td>4</td>
<td>Jayalakshmi et al. [10]</td>
<td>RF</td>
<td>UCI repository</td>
<td>94%</td>
</tr>
<tr>
<td>5</td>
<td>M. Almasoud and Ward [12]</td>
<td>Gradient Boost</td>
<td>UCI repository</td>
<td>99%</td>
</tr>
<tr>
<td>6</td>
<td>Tekale et al. [13]</td>
<td>SVM</td>
<td>UCI repository</td>
<td>96.75%</td>
</tr>
<tr>
<td>7</td>
<td>Pujianto et al. [14]</td>
<td>SVM</td>
<td>UCI repository</td>
<td>100%</td>
</tr>
<tr>
<td>8</td>
<td>Assegie et al. [21]</td>
<td>KNN</td>
<td>UCI repository</td>
<td>99.86%</td>
</tr>
</tbody>
</table>

4.4. **The performance of the ML method on kidney disease diagnosis**

As demonstrated in Table 4, the highest accuracy achieved on chronic kidney disease detection using the ML method is 99.75% with ANN. To determine the ML method that has the better performance on chronic kidney disease diagnosis, many aspects should be taken into account. For instance, to apply ML and deep learning algorithms optimally to chronic kidney disease detection, the researcher must recognize the characteristics of the problem and the type of dataset used for experimental simulation.

4.5. **MLM model on chronic kidney disease detection performance**

This paper developed a different machine learning model (MLM) for the automation of kidney disease diagnosis. The model is developed using the chronic kidney disease dataset collected from the online Kaggle data repository previously employed by [21-22]. The RF, DT, SVM, NB, XGB, ADB, KNN, and LR are considered in this study because these models
have higher performance and are commonly employed for chronic kidney disease diagnosis. The MLM is developed by collecting the dataset that contains 25 attributes, 11 numeric and 14 nominal. The dataset contains 400 instances, and 224 of them are used for the training to predict deep learning algorithms after removing instances with missing values. 105 out of the 224 cases have been labeled “chronic kidney disease” and 119 are “non-chronic kidney disease.” After pre-processing the original dataset, removing the missing values, and scaling the feature with a min-max scaler, the MLM is tested on the testing set. The ROC of the MML on chronic kidney disease diagnosis is demonstrated in Fig. 4.

Table 5 indicates the performance of supervised ML models for the diagnosis of chronic kidney disease. The RF and NB models have higher precision and F-score than the other ML models. The XGB model has the lowest precision and F-scored compared to other supervised ML models.

Table 5 The performance of MLM on chronic kidney disease detection

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>SVM</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>NB</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>KNN</td>
<td>0.93</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>XGB</td>
<td>0.90</td>
<td>1.00</td>
<td>0.95</td>
</tr>
<tr>
<td>DT</td>
<td>0.93</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>ADB</td>
<td>0.93</td>
<td>1.00</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Fig. 5 shows the accuracy of implemented models for chronic kidney disease diagnosis. RF and NB models achieved the highest accuracy score. ADB, DT, and KNN are the second highest. Furthermore, XGB and SVM models scored the lowest accuracy compared with the other models for chronic kidney disease diagnosis.

Fig. 5 The accuracy of proposed MML on chronic kidney disease diagnosis

5. Conclusions

In this study, an ML model was developed for chronic kidney disease diagnosis. The existing models for chronic kidney disease diagnosis were also compared using accuracy as the performance metric. The literature survey shows that the application of the ANN and SVM methods and the public UCI chronic kidney disease data repository are common for the studies conducted on the automation of kidney disease detection. The trend analysis shows that studies on automated kidney disease detection have increased in recent years as compared to the previous year. In future work, the use of explainable ML in the diagnosis of chronic kidney disease will be explored.
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