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Abstract 

This study investigates the effects of initial billet size variations on material flow behavior in hot forging 

processes, aiming to optimize the forging process using validated predictive models. Material and high-temperature 

compressive tests inform mathematical models, while simulations are conducted via the finite element method 

(FEM). Results align with the Zener-Hollomon and Cingara-McQueen approaches. The Arrhenius model predicts 

AISI 1045 steel flow stress with an R2 of 0.968 and an average absolute relative error (AARE) of 7.079%. The 

Cingara-McQueen equation achieves an R2 of 0.997 and an AARE of 2.960%. Reducing billets size from 260 mm 

to 230 mm decreases the material usage by up to 11.5%, while maintaining workpiece integrity. Experimental and 

simulated loads exhibit an AARE of about 2.69%, thereby indicating potential cost and efficiency improvements in 

hot forging processes. 
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1. Introduction 

Hot forging involves the shaping of metal at high temperatures and is a widely used manufacturing technique in various 

industries, including automotive, aerospace, and construction. The metal is typically heated to a temperature beyond its 

recrystallization temperature, where it becomes more malleable and accessible to deformation. The forging process then 

transforms the heated metal into the desired shape by the application of compressive force, often via a press or hammer [1]. 

Despite its longstanding significance, the forging industry faces challenges from alternative manufacturing methods. 

However, the advent of advanced computational techniques, particularly finite element method (FEM) simulations, offers 

promising avenues for addressing these challenges [2]. Hot forging processes have evolved significantly in the realm of 

advanced materials engineering and computational modeling. Engineers and researchers are continually seeking ways to 

enhance the precision and reliability of hot forging [3]. 

The efficiency and quality of hot forging depend on several critical factors, including material properties, temperature 

control, die design, forging load, post-forging processes, lubrication, equipment conditions, environmental factors, and quality 

control, all of which play essential roles. In this context, the initial billet size is an important factor affecting the material 

utilization, mechanical properties, microstructure, and overall performance of the forged product. Therefore, optimization of 

the billet size is crucial for achieving cost-effective and high-quality forged components. Traditionally, the selection of billet 

size has relied on empirical methods and experiential knowledge. However, with advanced modeling techniques and 

metallurgical theories, it is now possible to employ a more scientific approach to determine the ideal billet size. 
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Since 2022, the recent literature has highlighted advancements in hot forging processes. For instance, Soranansri, et al. 

[3] emphasized the critical role of process design and billet size in the hot forging industry, underscoring their impact on 

product quality and material efficiency. Their study introduced a novel approach using FEM to design the hot forging process, 

particularly for talar body prostheses. The FEM optimization of the initial billet size enabled significant improvements in 

material utilization and process efficiency, demonstrating a remarkable 2.6-fold increase compared to conventional methods. 

Similarly, a recent study utilized three-dimensional (3D) FEM with the QForm software to optimize the initial billet size for 

the hot forging of commercial SNCM8 steel alloy upper ball joints. Notably, the practical reduction of billet length while 

maintaining a constant diameter yielded a defect-free final product, thereby underscoring the importance of precise parametric 

optimization [4]. 

In addition, an understanding of the material flow behavior during hot working plays a pivotal role in developing the 

optimal hot working conditions, and various processing parameters significantly influence this understanding [5]. A 

constitutive model is a framework used to describe how metallic systems respond to multiple factors during hot deformation 

processes such as forging and rolling. It considers parameters such as temperature, strain, and deformation rates to analyze the 

metal behavior. Given the challenge of predicting flow behavior at high temperatures, accurate constitutive models are essential 

for numerical simulations and analytical studies of metal forming. Researchers have dedicated significant efforts to refining 

these models, leading to advancements in the understanding and optimization of metalworking techniques [6-7]. 

For instance, the Zener-Hollomon parameter, which is rooted in deformation kinetics, is a valuable tool for predicting a 

material’s flow behavior during hot deformation processes. It considers the strain rate, temperature, and material properties to 

characterize the deformation accurately. As a component of the Arrhenius model, it forecasts the flow stress based on the strain, 

temperature, and strain rate, with the hyperbolic sine, exponential, and power functions enhancing its predictive capacity, 

especially for materials under varying stress levels. 

Previous attempts have been made to apply constitutive equations to alloys such asTi-45Al-8Nb-2Cr-2Mn-0.2Y alloy [8], 

BS 080M46 medium carbon steel [9], Fe–23Mn–2Al–0.2C twinning induced plasticity (TWIP) steel [10], 1.4542 stainless 

steel [11], SNCM8 alloy steel [12], etc. Additionally, the Cingara-McQueen variables, which are primarily described in the 

pre-peak range of a given curve, provide a means to quantify the effects of strain, strain rate, and temperature on the material 

behavior during plastic deformation. These variables offer a comprehensive framework for analyzing and optimizing hot 

forging processes [12-15]. 

Despite significant advancements in modeling the hot forging process, critical gaps remain, particularly concerning the 

selection of initial billet size and the understanding of material flow behavior during hot working. Hence, the present study 

aims to fill the remaining knowledge gaps to optimize the hot forging process. To this end, the study utilizes the QForm 

V10.1.6 software to simulate the hot forging process of an AISI 1045 carbon steel auto part to optimize the initial billet size 

by examining the effects of various sizes on the response of the forged parts while analyzing the process under various forming 

loads. Further, the high-temperature flow behavior is predicted by using the Arrhenius model with either the Zener-Hollomon 

parameter or the Cingara-McQueen variables obtained via hot compressive tests. This comprehensive approach is aimed at 

advancing the understanding and efficiency of the hot forging processes to address the challenges faced by the forging industry 

and to enhance the competitiveness of hot forging as a manufacturing technique. 

2. Experimental Procedure and Material Testing 

The study employs material composition analysis and hot-compressive testing as the basis for evaluating the properties 

and performance of the materials under investigation. Through characterization of the material’s composition and exposure to 



International Journal of Engineering and Technology Innovation, vol. 14, no. 4, 2024, pp. 407-422 409

controlled compressive forces at elevated temperatures, crucial insights into its response to stress and strain are attained. This 

comprehensive methodology facilitates the prediction of the material’s behavior in practical applications and the identification 

of potential limitations or optimization opportunities. 

2.1.   Chemical composition of the AISI 1045 carbon steel 

The material used in this research is AISI 1045 steel. It is classified as a medium carbon low alloy steel and is essential 

in various industries, particularly automotive and machinery. This type of steel is widely employed in producing various 

components, especially in applications that demand high strength, including screws, gears, drive shafts, threaded rods, piston 

rods, and more. The standard chemical composition of AISI 1045 carbon steel is presented in Table 1 [16]. 

Table 1 The standard chemical composition of AISI 1045 carbon steel (wt.%) 

C Mn Si P S Ni Cr Mo 

0.36-0.43 0.60-0.90 0.15-0.35 0.03Max. 0.03Max. 1.60-2.00 0.60-1.00 0.15-0.30 

In the present study, the chemical compositions of two test specimens were determined using an emission spectrometer 

for validation. The specimens (S.B.-CERA Co., Ltd.) were chemically checked at three points each following the ASTM E59-

93 guidelines and the Iron and Steel Institute of Thailand procedure to ensure that their chemical compositions were 

comparable with AISI standards. The results are summarized in Table 2, indicating that the alloy steel contains elements such 

as carbon (C), nickel (Ni), chromium (Cr), and molybdenum (Mo) in comparable amounts to the standard composition shown 

in Table 1. These elements contribute to its high strength, hardenability, and corrosion resistance. 

Table 2 The measured chemical compositions of the AISI 1045 carbon steel samples (wt.%) 

Sample C Si Mn P S Ni Cr Mo Cu Mg Al Ti 

(1) 0.387 0.274 0.694 0.025 0.016 1.864 0.768 0.155 0.095 0.001 0.024 0.001 

(2) 0.387 0.273 0.695 0.026 0.017 1.879 0.767 0.156 0.094 0.001 0.016 0.001 

Avg. 0.387 0.273 0.695 0.025 0.017 1.871 0.768 0.156 0.094 0.001 0.02 0.001 

2.2.   High-temperature compressive test 

In this study, a deformation dilatometer (TA Instruments, DIL805) was used to enable controlled heating and cooling of 

the samples within either a controlled or ambient environment (Fig. 1). This apparatus can deform and reshape the samples, as 

well as allow control over the cooling rate after deformation. This is advantageous for replicating conditions that closely mimic 

the manufacturing process on a small scale. Moreover, it facilitates the analysis of various properties of the experimental 

samples, including the phase composition, grain size, morphology, elemental precipitates, and hardness. 

 

Fig. 1 The deformation dilatometer equipment 
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The versatility of the deformation dilatometer renders it an indispensable tool in metallurgical research and development. 

It enables precise exploration of the material behavior under specific conditions, which is a crucial aspect of optimizing 

manufacturing processes and ensuring product quality [17]. In the present work, cylindrical AISI 1045 test specimens 

measuring 5 mm in diameter and 10 mm in length were used. The study was conducted at temperatures of 900, 1000, 1100, 

and 1200 ℃, with constant strain rates of 0.1, 1, and 10 s-1. These examinations were performed at the Iron and Steel Institute 

of Thailand. 

The experimental protocol for the hot compressive test is shown schematically in Fig. 2. To minimize friction between 

the specimen’s surface and the ceramic die, 0.1 mm-thick molybdenum sheets were applied on both sides of the test specimen. 

Following previous studies, the initial heating rate was approximately 10 ℃/s [18], and the sample was held at the target 

temperature for 60 seconds to ensure uniform heating throughout. After that, the specimen was subjected to hot deformation 

at a constant strain rate, with the application of 60% strain in its height. Finally, rapid cooling was achieved using nitrogen gas, 

with a cooling rate of 40 ℃/s [19]. The outcomes were graphically represented in the form of flow stress-strain curves. This 

dataset was further analyzed to derive a constitutive equation that characterizes the material’s plastic behavior during hot 

deformation, encompassing both viscoelasticity and strain-hardening aspects within a plasticity model. 

 

Fig. 2 A schematic diagram of the hot compressive test 

3. Developing the Constitutive Model 

In this section, the development of a constitutive model that is capable of mathematically capturing the observed behavior 

of the material during hot compressive testing is discussed. This model comprises an equation or set of equations that describe 

the relationship between stress and strain for the material. By integrating the experimental data into the model, accurate 

predictions of the material’s response under various loading conditions and temperatures can be made. This predictive 

capability will prove instrumental for subsequent analysis and design optimization. 

3.1.   The flow stress-strain curves  

The relationship between the material’s true stress and true strain is elucidated by the results of the hot compressive tests 

conducted at strain rates of 0.1, 1, and 10 s-1 and temperatures of 900, 1000, 1100, and 1200 ℃ in Fig. 3. Here, a typical flow 

behavior is consistently observed across all three strain rates, wherein the flow stress decreases as the temperature increases 

and as the strain rate decreases. At a strain rate of 0.1 s-1 and a temperature of 900 °C (Fig. 3(a)) the true stress increases 

gradually to a maximum value of about 150 MPa at a true strain of around 1.17 and then decreases gradually with the further 

increase in true strain. Similar behaviors are observed at other temperatures and strain rates. This phenomenon arises from the 

interplay between strain hardening and strain softening mechanisms. 
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(a) Strain rate = 0.1 s-1 

  

(b) Strain rate = 1 s-1 (c) Strain rate = 10 s-1 

Fig. 3 True stress-strain curves from the Hot compressive test 

When the material’s hardening rate exceeds its softening rate, there is adequate energy for strain-hardening to occur at 

maximum stress. The flow stress then consistently decreases until a balance is achieved between the strain softening and strain 

hardening mechanisms, thus resulting in a steady-state condition. This observation highlights the significance of flow behavior 

in hot compressive testing, which provides valuable insights into the deformation characteristics of materials at elevated 

temperatures and strain rates. Such insights enable manufacturers and designers to make informed decisions, optimize 

processes, and design components that are tailored for high-temperature applications. This, in turn, drives advancements in 

industrial practices and product performance. 

3.2.   Predicting the material’s flow behavior via the Arrhenius model with the Zener-Hollomon parameter 

In this section, the results obtained from hot compressive tests on AISI 1045 steel will reveal strain hardening and strain 

softening mechanisms within the true stress and true strain relationship. Consequently, a constitutive equation is developed 

based on the Arrhenius model, which describes the relationship between flow stress, strain rate, and temperature. Here, the 

influence of temperature and strain rate on the flow behavior is depicted using the Zener-Hollomon parameter, as defined in: 

( )expε= ɺZ Q RT  (1) 

The relevant material constants required for the Arrhenius model can be directly determined from experimental data. This 

model typically consists of three functions [9, 20-21].  

( ) ( )expε σ= −ɺ AF Q RT  (2) 
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The first function is the power-law function, which may not accurately represent high-stress conditions (ασ > 0.8). 

( )1 expε σ= −ɺ
n

A Q RT  (3) 

The second function is the exponential law, which may not accurately describe material behavior at low stress levels (ασ < 

1.2). 

( ) ( )exp expε βσ= −ɺ A Q RT  (4) 

The third function is the hyperbolic-sine law. This function is used to model the entire range of strains. 

( ) ( )2sinh expε ασ= −ɺ
n

A Q RT  (5) 

Hence, the present study incorporates the hyperbolic-sine function into the Arrhenius model to comprehensively describe the 

material’s flow behavior, as outlined below. Where �� is strain rate (s-1), while A, α, β, ��, and �� are the material parameters. 

which is � � � ��⁄ , α is flow stress (MPa) used to determine stress, R is the standard gas constant (8.314 Jmol-1K-1), Q 

represents the activation energy during hot deformation (kJmol-1), and T is the temperature (K). The variables n1 and β are 

derived from Eqs. (3) and (4) by applying the natural logarithm to both sides of each equation. 

Subsequently, it will be used in the formula as follows: 

( )1
ln ln lnε σ= + −ɺ n A Q RT  (6) 

( )ln lnε βσ= + −ɺ A Q RT  (7) 

The differences between Eqs. (6) and (7) at elevated temperatures during the hot compressive process are considered by taking 

into account the variations in flow stress as follows: 

1

ln

ln

ε

σ

∂ 
= ∂ 

ɺ

T

n  (8) 

ln ε
β

σ

∂ 
= ∂ 

ɺ

T

 (9) 

Therefore, the material constants n1 and β will be determined by using the linear regression method to establish the 

relationship between ln�� and ln� as well as that between ln�� and σ at various deformation temperatures, as depicted in Figs. 

4(a) and 4(b). The values of n1 and β derived from the hot compressive test result at a given temperature and strain rate represent 

critical parameters. The average values of n1 and β for all specified temperatures are calculated to be 11.6061 and 0.1184, 

respectively, with an α value of 0.0102. 

  

(a) n1 (b) β 

Fig. 4 The linear regressions for determining the parameters of n1 and β 
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A similar calculation process, resembling the method employed for determining the material parameter n1, will be utilized 

to derive the variable n2 from Eq. (5). This will involve taking the natural logarithms on both sides of the equation, resulting 

in the following: 

( ) ( )2
ln ln sinh lnε ασ= + −  ɺ n A Q RT  (10) 

( ){ } 2

ln

ln sinh

ε

ασ

 ∂
= 

∂  

ɺ

T

n  (11) 

The value of n2 is determined at each deformation temperature by applying the linear regression method to the relationship 

between  ln�� and  ln�sinh�����, as shown in Fig. 5(a). The average value of n2 for all experimental temperatures is calculated 

to be 8.1297. The value of Q for elevated temperatures can be obtained from Eq. (10) as follows: 

( ) ( ) ( ) ( )2 2 2
ln sinh ln lnασ ε= + −   ɺQ n RT n A n  (12) 

( ){ }
( ) 2

ln sinh

1

ασ ∂
= 

∂  

Q

T n R
 (13) 

( ){ }
( )2

ln sinh

1

ασ ∂
=  

∂  
Q Rn

T
 (14) 

Thus, the Q value is determined by using the linear regression method for the relationship between ln�sinh����� and 

1000 �⁄ , based on the result of the strain rate study, as shown in Fig. 5(b). This allows the Q value to be calculated for each 

strain rate and temperature. The average Q value for the AISI 1045 material is calculated to be 577.21 kJ/mol. 

  

(a) n2 (b) Q 

Fig. 5 The linear regressions for determining the parameters of n2 and Q 

 

 

Fig. 6 The relationship between ln� and ln�sinh�����, used to calculate A 



414  International Journal of Engineering and Technology Innovation, vol. 14, no. 4, 2024, pp. 407-422 

Finally, for every strain rate, Eq. (1) can be reformulated as follows: 

( ) ( ) 2
exp sinhε ασ= =   ɺ

n
Z Q RT A  (15) 

( )2ln ln ln sinh ασ= +   Z A n  (16) 

Based on the experimental results for the relationship between ln� and ln�sinh����� in Fig. 6, it is possible to create a linear 

plot with ln� as the y-axis intercept. Thus, the value of A, obtained by linear regression, is 1.2421 × 1022 s-1. 

3.3.   Comparing the experimental true stress-strain curve with the predicted curve obtained using the Arrhenius model with 

the Zener-Hollomon parameter 

The flow stress of the AISI 1045 medium carbon steel can be determined using the Arrhenius model with the Zener-

Hollomon parameter. The constitutive equation for this steel can be expressed as: 

1
1 1

1
ln + +1σ

α

      
=      

       

nn n
Z Z

A A
 (17) 

The experimentally measured and predicted flow stress-strain curves obtained under various conditions are compared in Fig. 

7. According to the previous studies [5, 10, 22-23], the high accuracy of prediction is evaluated by the correlation coefficient 

(R2) and AARE values, which are found to be 0.968 and 7.079%, respectively (Fig. 8). 

 

(a) Strain rate = 0.1 s-1 

  

(b) Strain rate = 1 s-1 (c) Strain rate = 10 s-1 

Fig. 7 Comparison of flow curves using the Arrhenius model with Zener-Hollomon parameter 
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Fig. 8 Comparison of experimental results and Arrhenius model predictions 

with Zener-Hollomon parameter 

3.4.   Modeling the material flow behavior by using the Cingara-McQueen equation and considering the work-hardening 

range 

The flow curve depicting the relationship between true stress and true strain, as obtained from material testing, can be 

used to construct a predictive model of the strain-hardening flow behavior by employing the Cingara-McQueen equation [21, 

24-26]. 

exp 1
ε ε

σ σ
ε ε

    
= −    

        

C

p

p p

 (18) 

“C” represents the material’s constant value. The mathematical model for strain-hardening flow behavior is constructed, 

starting from the initial stress value, employing the Cingara-McQueen equation described in Eq. (18). Subsequently, the natural 

logarithm of this equation is applied to describe the behavior up to the point of peak stress. 

ln 1 ln
σ ε ε

σ ε ε

    
= − +    

        p p p

C  (19) 

Utilizing Eq. (19), a model for the flow behavior can be established up to the point of peak stress by plotting  ln�� ��⁄ � and 

1 � �� ��⁄ � � ln�� ��⁄ �, then, deducing the constant value C (Fig. 9). This modeling incorporates deformation conditions and 

is subsequently compared with experimental results and the average C value, as detailed in Table 3. 

 

Fig. 9 The linear plot for calculating the constant C in the Cingara-McQueen equation 
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Table 3 The constant value “C” in the Cingara-McQueen equation 

Temperature (℃) Strain rate (s-1) Peak stress (MPa) Peak strain Cingara-McQueen constant C 

900 0.1 149.6796265 0.20 0.312091341 

1000 0.1 90.38090324 0.18 0.375450371 

1100 0.1 65.35096447 0.15 0.406464783 

1200 0.1 43.00867550 0.11 0.360676540 

900 1 173.4728917 0.48 0.238875480 

1000 1 134.7181396 0.28 0.277197960 

1100 1 92.54732514 0.24 0.312320588 

1200 1 62.87665939 0.16 0.288906917 

900 10 186.4152832 0.34 0.410286431 

1000 10 144.0617676 0.39 0.403633354 

1100 10 106.6663183 0.32 0.377293594 

1200 10 66.63057200 0.30 0.314228333 

The true stress-true strain curves obtained from the experimental results are compared with the corresponding predictions 

obtained from the Cingara-McQueen equation in Fig. 10. Moreover, the validity of the Cingara-McQueen equation as a reliable 

constitutive model is confirmed by the linear analysis of the AISI 1045 material behavior shown in Fig. 11, with R2 and AARE 

values of 0.997 and 2.960%, respectively. 

 

(a) Strain rate = 0.1 s-1 

  

(b) Strain rate = 1 s-1 (c) Strain rate = 10 s-1 

Fig. 10 Comparison of flow curves using the Cingara-McQueen equation (continued) 
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Fig. 11 The best linear fit of the experimental results to the Cingara-McQueen equation 

4. Experimental Design 

Numerous attempts have been made to predict metal flow behavior when studying various aspects of the forging process. 

In line with these efforts, Jantepa and Suranuntchai [27] used the FEM to optimize a hot forging die for producing a ball joint 

automotive part, aiming to enhance production efficiency, extend the machine life, and ensure defect-free workpieces. Key 

parameters were studied and optimized, including the die gap (4, 3, and 2 mm) and forming load (not exceeding 85% of 

machine capability). The FEM simulation revealed that a die gap of 3 mm is optimal in both the roughing and finishing 

processes, resulting in defect-free workpieces within specifications, along with forming loads below 85%. 

After evaluating the AISI 1045 material properties under high-temperature conditions and using mathematical modeling 

to predict the material flow behavior using the Zener-Hollomon and Cingara-McQueen equations as detailed above, the data 

obtained herein were subjected to actual testing with workpieces designed using finite element software. This was done to 

validate the models by comparing their theoretical results with those of actual experiments. The workpiece prototypes, material 

testing data, and experimental design are briefly described in the following paragraphs. 

(1) Workpiece prototypes for testing purposes 

For testing, authentic ball joint prototypes that were engineered to endure the impact forces encountered in automobiles were 

used. The key features of these prototypes are outlined in Fig. 12(a), while the initial billet dimensions for fabricating the actual 

workpiece are shown in Fig. 12(b). It should be noted that the appropriate billet size was identified by a process of trial and 

error without dependence on any material testing data. 

  

(a) Workpiece prototypes (b) Current billet size 

Fig. 12 Workpiece prototypes for testing purposes 
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(2) Material testing data for modeling 

The material testing data for the AISI 1045 were imported into the finite element modeling software. These data included the 

specific chemical composition, high-temperature flow behavior, and various flow rate values, along with other relevant 

information. 

(3) Experimental design 

The experimental design involves varying the initial size of the billet used in the manufacture of the workpiece to minimize 

production costs and address concerns related to die damage caused by workpiece deformation. As shown in Fig. 13, three 

initial billet lengths (230, 240, and 260 mm) were tested, with a constant diameter of 46.00 mm, and the forging temperature 

was maintained at 1200 ℃, serving as both the actual production temperature and the standard testing temperature for materials 

under high-temperature conditions. It should be noted that the maximum initial billet length (260 mm) was selected by trial 

and error without any reference to published material testing data. 

 

Fig. 13 The billet sizes used for the experiments 

5. Experimental Result 

 

Fig. 14 Experimental load variation by billet size 

For each of the three billet lengths (260, 240, and 230 mm), tests were conducted to collect data on the applied loads 

during the roughing and finishing processes on a 1350-ton mechanical press. The results are presented as a bar chart in Fig. 

14. Here, the 260 mm billet size exhibits the highest forging load, with roughing and finishing loads of 1062.50 and 984.36 
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Tf, respectively. Conversely, the lowest load is observed for the 230 mm billet size, with roughing and finishing loads of 

1074.76 and 1013.89 Tf. During the roughing process, the material undergoes significant deformation as it is shaped into the 

initial form, thus requiring higher forces. By contrast, the finishing process involves refining the already-shaped workpiece, 

which requires less material deformation and, hence, lower forces. 

The FEM simulation was also performed for the three initial billet lengths, and the simulation results are compared with 

the experimental results in Table 4. Thus, in the roughing process, the maximum percentage error between simulation and 

experiment (i.e., 2.80%) is observed for the 260 mm billet size, while the minimum error (2.51%) is observed for the 230 mm 

billet size. Similarly, in the finishing process, the maximum error (3.29%) is observed for the 260 mm billet size, and the 

minimum error (2.25%) is observed for the 240 mm billet size. Overall, an average error of about 2.69% is observed across all 

billet sizes, and the processes fall within an acceptable range. These results underscore the consistency and reliability of the 

simulation model in predicting the applied loads during both the roughing and finishing processes, thereby enhancing the 

understanding of these processes. 

Table 4 A comparison of the experimental and simulated loads  

Billet size (mm) 
Roughing load 

%Error 
Finishing load 

%Error 
Actual test (Tf) Simulation (Tf) Actual test (Tf) Simulation (Tf) 

230 1062.50 1035.78 2.51% 984.36 959.32 2.54% 

240 1069.55 1040.12 2.75% 992.89 970.52 2.25% 

260 1074.76 1044.70 2.80% 1013.89 980.55 3.29% 

 

 

Fig. 15 The effect of billet size on die filling completeness in the simulation (left) and experiment (right) 
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To evaluate the loads during forming, it is essential to determine whether the billet size ensures complete die-filling and 

whether the die is affected by any abnormal flash characteristics. In this respect, the experimental results indicate that the 

studied billet sizes have no discernible effect on die filling. As shown in Fig. 15, each workpiece is fully constructed and has 

no obvious defects, thereby indicating complete contact with the die cavity. In addition, Fig. 15 compares the final forged part 

with the simulation results, where the distance between the tools and the outer surface of the workpiece is indicated by the 

color contours. 

Here, it can be seen that the flash area is larger in the actual forming part than in the simulation. This might be due to 

temperature variations in the actual forging process, which can influence the material behavior and consequently affect the 

size of the flash produced during forming. In particular, the 260 mm billet size exhibits a relatively large flash area, thus leading 

to material wastage. In addition, the FEM results in Fig. 16 indicate the presence of bending at the flash area after the finishing 

process for the 260 mm billet, which results in collision with, and subsequent damage of, the die. By contrast, the 230 mm 

billet exhibits a smaller flash area and maintains a smoother surface without deformation during forming. As a result, this 

condition prevents die damage and reduces material wastage. 

 

Fig. 16 FEM analysis of die filling with varied billet size and flash area evaluation 

6. Conclusions 

Herein, key findings on various aspects of the current industrial hot forging process are presented, including material 

properties, production capabilities, and suitable billet size optimization for cost reduction. The key findings are as follows: 

(1) Material testing, chemical composition analysis, and high-temperature compressive testing demonstrate the effective 

utilization of material data in mathematical modeling and process simulation, mainly through FEM. The experimentally 

obtained flow curves align well with the predictive outcomes using both the Zener-Hollomon and Cingara-McQueen 

approaches. Notably, the study showcases the accuracy of predicting the flow stress of AISI 1045 steel by using the 

Arrhenius model with the Zener-Hollomon parameter, supported by an R2 value of 0.968 and an AARE of 7.079%. 

Additionally, validation of the Cingara-McQueen equation against experimental results yields an R2 of 0.997 and an 

AARE of 2.960%, thus confirming its reliability as a constitutive model for material behavior analysis. 

(2) The experimental testing and FEM simulation results revealed that reducing the billet size from 260 mm to 230 mm leads 

to a consistent decrease in applied loads during both roughing and finishing processes. The 260 mm billet size showed the 

highest forging load, while the 230 mm billet size exhibited the lowest load. Even with variations in billet size, the FEM 
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analysis showed an average error of about 2.69%, thus affirming the reliability of the simulation predictions. The results 

suggest that the machinery load capacity remains unaffected by differences in billet size, thereby aiding in the validation 

of simulation data against experimental results. 

(3) Each billet size achieves complete die filling. However, the larger flash area associated with the 260 mm billet size leads 

to bending and damage to the die. 

In conclusion, the experimental data show that the billet size used in the ball joint forming process can be effectively 

reduced without compromising the quality of the resulting workpiece or the production process. This reduction lowers the 

production costs and enhances the competitiveness of this process in the industrial sector. 
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