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Abstract 

Support vector machines (SVM) are a powerful tool for building good spam filtering models. However, the 

performance of the model depends on parameter selection. Parameter selection of SVM will affect classification 

performance seriously during training process. In this study, we use combined Taguchi method and Staelin method 

to optimize the SVM-based E-mail Spam Filtering model and promote spam filtering accuracy. We compare it with 

other parameters optimization methods, such as grid search. Six real-world mail data sets are selected to demonstrate 

the effectiveness and feasibility of the method. The results show that our proposed methods can find the effective 

model with high classification accuracy 

 
Keywords: Support Vector Machines, Taguchi Method, Grid Search 

 

1. Introduction 

Spamming is the abuse of electronic messaging systems to send unsolicited bulk e-mails or to promote services or 

products, which are usually undesired. Spamming is economically viable because advertisers have no operating costs beyond 

the management of their mailing lists. The sender cannot be specified, because the sender of spamming has only temporary 

e-mail address and the reply of them is not reached to the original sender. Therefore, undesired emails have been increased 

everyday so that it is hard to read an important e-mail. 

Previously, the spam filtering black and white list was applied usually. Although its characteristics are fast and simple, 

but the drawback is that users have to update the spam mail filtering rules and maintain a black list. Spam filtering based on the 

textual content of e-mail messages can be regarded as a special case of text categorization, with the categories being spam and 

normal (non-spam). Content-based filters can be divided into rule-based methods and probabilistic methods. Rule-based 

methods such as Ripper [1, 2] , Boosting [3] , Decision Tree [4] , Rough Sets [5] and so on strongly dependent on the existence 

of key terms, therefore, specific terms can cause the failure of filtering. Methods based on probability and statistics such as 

K-Nearest Neighbor [5] and Support Vector Machine (SVM) [6] and so on. Besides, the prevailing machine learning method 

for spam message filtering is the Bayesian approach [7] used with good results. 
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SVM proposed by Vapnik [6] in 1995, has been widely applied in many applications such as function approximation, 

modeling, forecasting, optimization control, etc and has yielded excellent performance. It is a statistical theory to deal with the 

dual categories of classification and can find the best hyperplane to partition a sample space. Huang [8] demonstrated that the 

SVM-based model is very competitive to back-propagation neural network (BPN), genetic programming (GP) and decision 

tree in terms of classification accuracy. Selection of kernel function is a pivotal factor which determines performance of SVM. 

RBF kernel function requires only two parameters: the penalty factor C and the Gaussian kernel width γ. However, for the 

SVM-based model, its classification performance is sensitive to the parameters of the model, thus, parameters selection is very 

important. The function (C, γ) of the optimization parameters will make the SVM have the best performance. In spam filtering, 

the Bayesian algorithm in the mail system is very extensive. Compared with Bayesian algorithm, if SVM is used with linear 

kernel function or default parameters, the Bayesian algorithm will be better than the accuracy of SVM. In order to enhance the 

accuracy of SVM, it is necessary to develop a search mechanism to tune the hyperparameters. Most of the previous researches 

focus on the grid search (GS), pattern search based on principles from design of experiments (DOE) such as Staelin[9] and 

genetic algorithm (GA) [8, 9] to choose the parameters. GS is simple and easily implemented, but it is very time-consuming. 

DOE is like GS but it reduces the searching grid density and can reduce the computational time greatly. Although GA does not 

require setting an initial search range, it introduces some new parameters to control the GA searching process, such as the 

population size, generations, and mutation rate. 

The Taguchi method [10], a robust design approach, uses many ideas from statistical experimental design for evaluating 

and implementing improvements in products, processes, and equipment. The fundamental principle is to improve the quality of 

a product by minimizing the effect of the causes of variation without eliminating the causes. One of the major tools used in the 

Taguchi method is orthogonal array (OA) to reduce the number of experiments and obtain good experimental results. The 

parameters (C, γ) of SVM are regarded as control factors in OA. Experiment is conducted through Multilevel-column OA after 

selecting the parameters of SVM. We verify the classification results and compared with GS. As far as we know, this is the first 

attempt to introduce Taguchi method to optimize the SVM for spam filtering models. 

The remainder of this paper is organized as follows. In Section 2, the SVM and Taguchi method are described briefly. 

Section 3 presents implementation for our approach to classify the spam e-mails. Section 4 gives experimental results and 

discussion. Finally, the research results are summarized and also present future work. 

2. Related Work 

The proposed approach is based on SVM, Staelin Method and Taguchi method. In this section, SVM, Staelin Method 

and Taguchi method are introduced briefly. 

2.1. The brief description of SVM 

To search existing design models or study an available new design model with required specifications and to establish 

the topological structure of these models are the first step of the methodology. The goal of this step is to select some of these 

models for researching their equivalent mechanism skeleton and kinematic chain for developing the new designs. 

The textual and non-textual features representing an email, obtained through the method mentioned previously, are as 

the input to the spam email filtering algorithm. In the approach, the filtering algorithm is represented by SVM. 

SVM is a powerful supervised learning paradigm based on the structured risk minimization principle from statistical 
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learning theory, which is currently placed among of the best-performing classifiers and have a unique ability to handle 

extremely large feature spaces (such as text), precisely the area where most of the traditional techniques fail due to the “curse 

of the dimensionality”. SVM has been reported remarkable performance on text categorization task. In our evaluation, we used 

the Library for SVM [11] to build SVM models. In the following, we give a brief introduction to the theory and 

implementation of SVM classification algorithm. 

Consider the problem of separating the set of training set vectors belonging to two separate classes in some feature space. 

Given one set of training example vectors: 

},{,),,),...(,( 11yRxyxyx inill11 +−∈∈   (1) 

we try to separate the vectors with a hyperplane 

1bxw =+⋅ )(   (2) 

so that 

),...,,(,])[( l21i1bxwyi =≥+⋅   (3) 

The hyperplane with the largest margin is known as the optimal separating hyperplane. It separates all vectors without 

error and the distance between the closest vectors to the hyperplane is maximal. The distance is given by 

w
2bwd =),(

  
(4) 

Hence, the hyperplane that separates the data optimally is the one that minimizes the following equation: 

2w
2
1Minimize

  
(5) 

subject to the constraints of (4). 

To solve above problems, Lagrange multipliers α are introduced. Let i = 1,2,…,l and define 

∑
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With Wolfe theory the problem can be transformed to its dual problem: 
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i
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With the optimal separating hyperplane found, the decision function can be written as: 
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00 bxwxf +⋅= )()(   (9) 

Then the test data can be labeled with 

))sgn(())(sgn()( 00 bxwxfxlabel +⋅==   (10) 

Training vectors that satisfy 1bxwy 00i =+⋅ ])[(   are termed support vectors, which are always corresponding to nonzero 

α i

In the case of linearly non-separable training data, by introducing slack variables the primal problem can be rewritten as: 

. The region between the hyperplane through the support vectors on each side is called the margin band. 









+ ∑

i
i

2 Cw
2
1Min ξ

  
(11) 

subject to  . 01bxwy iii ≥−≥+⋅ ζζ ,])[(   

Similarly, we can get the corresponding dual problem 
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Problems described as in Eq. (11) and Eq. (12) are typical quadratic optimization questions, and have been approached 

using a variety of computational techniques. Recent advances in optimization methods have made support vector learning in 

large-scale training data possible. 

All the training vectors corresponding to nonzero αi are called support vectors, which form the boundaries of the classes. 

The maximal margin classifier can be generalized to nonlinearly separable data via transforming input vectors into a higher 

dimensional feature space by a map function ))(),((),( jiji xxxxK ϕϕ=  , followed by a linear separation there. The expensive 

computation of inner products can be reduced significantly by using a suitable kernel function . We implemented the SVM 

classifier using the LIBSVM library[12]  and adopted radial basis function (RBF) defined as the kernel 






 −−=

2
jiji xxxxK γexp),(

 . In this study, the RBF is used as the basic kernel function of SVM. There are two parameters 

associated with the RBF kernels: C and γ. Vapnik found that a different kernel function of SVM has little effect on the 

performance but parameters of kernel function are key factor. 

2.2. The brief description of Taguchi Method 

The above original designs are transformed individually into their corresponding generalized chains (kinematic chains).  

The generalized chain will be involved in various types of members (edges) and joints (vertices, or said kinematic pairs) for all 

possible assembly in the following steps. 

In this section, we briefly introduce the basic concept of the structure and Taguchi method. Taguchi method is quite 

common in the design of industrial experiments [12, 13]. Taguchi method requires a significantly small number of 
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experiments compared with other statistical techniques [14]. Although some information is lost due to these two 

approximations, it is still worth choosing this approach according to the time consuming nature. OA is a very important tool for 

Taguchi method. Many designed experiments use matrices called OA for determining which combinations of factor levels to 

use for each experimental run and for analyzing the data. An OA is a fractional factorial matrix, which assures a balanced 

comparison of levels of any factor or interaction of factors. It is a matrix of numbers arranged in rows and columns where each 

row represents the level of the factors in each run, and each column represents a specific factor that can be changed in each run. 

The array is called orthogonal because all columns can be evaluated independently of one another. 

The general symbol for m-level standard OA is 

)( 1−n
n mL   (13) 

where 

n=mk

k          a positive integer which is greater than 1;  

  number of experimental runs;  

m          number of levels for each factor;  

n-1       number of columns in the OA.  

The letter “L” comes from “Latin,” the idea of using OA for experimental design having been associated with Latin 

square designs from the outset. The two-level standard OA which are most often used in practice are L4(23), L8(27), L16(215), 

and L32(231). Table 1 shows an OA L8(27

Table 1 L

). The number to the left of each row is called the run number or experiment number 

and runs from 1 to 8. 

8(27

L
) Orthogonal array 

8(2
7

Experiment 
No 

) 

cloumn 
1 2 3 4 5 6 7 

1 1 1 1 1 1 1 1 
2 1 1 1 2 2 2 2 
3 1 2 2 1 1 2 2 
4 1 2 2 2 2 1 1 
5 2 1 2 1 2 1 2 
6 2 1 2 2 1 2 1 
7 2 2 1 1 2 2 1 
8 2 2 1 2 1 1 2 

2.3. Parameters selection using Staelin method 

This parameters selection method for SVM-based model inspired by design of experiment (DOE) was proposed by 

Staelin [15]. This method called Staelin method which can reduce the complexity sharply relative to grid search method. Set 

initial range for X and Y as [Xmin, Xmax], [Ymin, Ymax], which is a combination of a standard N-parameter, three-level, or 

experiment design with another standard N-parameter, two-level, or experiment design, resulting in thirteen points per 

iteration in the two parameter case are as shown in Fig. 1. After each iteration, the system evaluates all sampled points and 

chooses the point with the best performance. The search space is centered at the best point, unless this would cause the search 

to go outside the user-given bounds, in which case the center is adjusted so the whole space is contained within the user-given 
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bounds. At this point, the range is halved, and the best point is used as the center point of the new range, unless the new range 

would extend outside the user-specified range. The system repeats this process as many times as possible, and at the end, the 

best point is chosen. 

Xmin Xmax

Ymin

Ymax

 
Fig. 1 Points of evaluation in two iteration search with Staelin method 

3. Implementation 

In this paper, the flow chart of e-mail spam filtering based on SVM with Taguchi method for parameter selection is 

shown in Fig. 2. First stage is data pre-processing as depicted in Fig. 3. Vector space model is a text representing approach, 

which is widely used and has good performance in text categorization. In its simple form, spam filtering can be recast as text 

categorization task where the classes to be predicted are spam and normal. Therefore, email can be regarded as a vector space, 

which is composed of a group of orthogonal key words. 

 
Fig. 2 The flow chart of e-mail spam filtering based on SVM with Taguchi method for parameter selection 
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Fig. 3 Data Pre-processing 

For each email, its textual portion was represented by a concatenation of the subject line and the body of the message. 

Due to the prevalence of html and binary attachments in modern email, a degree of pre-processing is required on messages to 

allow effective feature extraction. Therefore, we adopt the following data pre-processing steps: 

(1) If there are HTML tags, then remove HTML tags. Then, tokenization is the process of reducing a message to its colloquial 
components. 

(2) To avoid treating forms of the same word as different attributes, a lemmatizer was applied to the corpora to convert each 
word to its base form (e.g., "got" becomes "get"). 

(3) The stopping process is adopted to remove the high frequent words with low content discriminating power in an email 
document such as "to", "a","and","it", etc. Removing these words will save spaces for storing document contents and 
reducing time taken during the subsequent processes. 

We obtain word frequencies and convert into vectors. We introduce Taguchi method to our approach. In content-based 

spam filtering performance analysis, a commonly used evaluation criteria measuring the efficiency of the classification is 

accuracy (Acc). It is regarded as response variable, defined as: 

N
DAAcc +

=
  

(14) 

where N is the number of all messages; A is as spam and the actual system to determine the number of spam; and D is the 

actual system for normal mail and e-mail to determine the number of normal emails. 
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In order to reduce the number of times of experiments and the cost of design, we have to choose appropriate OA by 

numbers of control factors and levels. To explain how to employ OA to obtain the solution, on the other hand as the search 

scope is suggested by Lin [11]  and we expand to different combinations of parameters C and γ with 8 levels: log2(C) = (-15, 

-11, -6, -2, 3, 7, 12, 16) and log2(γ) = (-15, -11, -6, -2, 3, 7, 12, 16) to find the best combination. In this work, both of the factor 

log2(C), log2(γ) are set at eight levels. Seven degrees of freedom (d.f.) are required for each factor. Consider that 14 d.f. are 

required in total, an OA type L16(215) with 16 trials and 15 d.f. , as indicated in left side of Table 2, is adopted. A conversion of 

the L16 array of two levels to one multilevel with 8 levels had to be performed to accommodate two factors log2(C), log2(γ) 

with 8 levels. This modification of the OA should be planned in such a way that respects the d.f. of the L16. 

16

In general, three 

main concepts were used in the orthogonal arrays theory [ ]. 

Table 2 Experiment set-up and data for L1 6

Exp. 

(8×8×2) 

 No. 

Orginal Columns       
1, 2, 4 13, 6, 1       
Modified columns Acc 1 2 

Factor  Enronspam1 Enronspam2 Enronspam3 Enronspam4 Enronspam5 Enronspam6 Log2 Log(C) 2(γ) 
1 -20.00  -20.00  98.10  80.00  80.00  80.00  97.00  80.00  
2 -20.00  2.86  98.10  80.00  80.00  80.00  97.00  80.00  
3 -14.29  -8.57  98.10  80.00  80.00  80.00  97.00  80.00  
4 -14.29  14.29  98.10  80.00  80.00  80.00  97.00  80.00  
5 -8.57  -8.57  98.10  80.00  80.00  80.00  97.00  80.00  
6 -8.57  14.29  98.10  80.00  80.00  80.00  97.00  80.00  
7 -2.86  -20.00  98.10  80.00  80.00  80.00  97.00  80.00  
8 -2.86  2.86  98.10  80.00  80.00  80.00  97.00  80.00  
9 2.86  -14.29  98.80  85.90  87.80  84.00  97.30  86.40  
10 2.86  8.57  98.10  80.20  80.00  80.00  97.00  80.40  
11 8.57  -2.86  98.80  83.60  80.50  79.90  97.00  81.20  
12 8.57  20.00  98.10  80.40  80.00  80.00  97.00  80.40  
13 14.29  -2.86  98.80  83.40  80.30  80.10  97.00  81.10  
14 14.29  20.00  98.10  80.40  80.00  80.00  97.00  80.40  
15 20.00  -14.29  99.40  96.00  95.60  94.10  97.50  94.90  
16 20.00  8.57  98.10  80.20  80.00  80.00  97.00  80.20  

1. Balance, for each factor the levels occur equally often. 

2. Estimability, every parameter could be capable of being estimated. 

3. Orthogonality, a term which implies that it is easy to extract and separate out the effect of different factors equally. 

Multilevel factors could be created by the appropriate multilevel columns in two-level arrays. This is generally achieved 

at expense of 3 columns which are replaced by a new column whose levels directly correspond to every level-combination of 

the original 2 columns. The only requirement for the creation of multilevel columns in this way is that four interaction columns 

must exist for the 3 sacrificed columns which are deleted. Consequently, only one two-level column is left to remain after 

conversion and L16

In order to verify whether the arithmetic is valid or not, we employ 5-fold cross validation for our experiment. 5-fold 

cross validation is to separate e-mails into 5 parts. We make use of the 4 parts for training, and the remaining for testing. The 

procedure loops 5 times, so every part has been tested. Finally, the average of tests values is used as the result of test for 

evaluation. Each run of L

(8×8×2) are achieved. 

16 (8×8×2) will proceed 5-fold cross validation. The accuracy for each run and the average accuracy 

for each level and each factor need to be evaluated. We pick the level which is with maximum accuracy for each factor. 

Therefore, we can obtain approximation results. 



International Journal of Engineering and Technology Innovation, vol. 2, no. 2, 2012, pp. 113-125 
 

Copyright © TAETI 

121 

4. Experiment results and discussion 

In our test, the program runs with LIBSVM toolbox provide by Lin [11] on an IBM compatible PC. Six public data sets 

have been used in this study. The experiments were conducted on enronspam corpora [17]. The enronspam corpus, which 

contains six non-encoded data sets : enronspam1, enronspam2, enronspam3, enronspam4, enronspam5 and enronspam6, 

respectively. Each contains ham messages of particular users and fresh spam messages and includes spam messages from 

various sources. Attachments, HTML tags, and duplicate spam messages received on the same day are not included. We mix 

this enronspam and take 500 normal messages and 500 spam messages randomly. Table 3 shows the summary of the data sets. 

Table 3 Description of data sets 
 Orginal Our method 
Data set Non-Spam Spam Non-Spam Spam 
enronspam1 3672 1500 500 500 
enronspam2 4316 1496 500 500 
enronspam3 4012 1500 500 500 
enronspam4 1500 4500 500 500 
enronspam5 1500 3675 500 500 
enronspam6 1500 4500 500 500 

 

Experiment set-up and data for L16(8×8×2) is shown in Table 2. In this table, the conversion of L16(8×8×2) from L16(215) 

still keep orthogonal. It indicates that the accuracy of SVM will become worse without careful selection for parameters C and 

γ. We list accuracy averages of both parameters log2(C) and log2

The maximum of both parameters log

(γ) for every level in different data sets and evaluate effective 

of control factors for all levels as illustrated in Table 4. Here accuracy is desirable as larger as in possible.  

2(C) and log2(γ) accuracy average for each level each data set are marked. The 

difference between maximum accuracy and minimum accuracy of main effect for parameters log2(C) and log2(γ) implies the 

impact for accuracy. By observing the effective and variance of control factor log2(γ) and log2(C) for all level, The difference 

of parameters log2(γ) is larger than the one of parameters log2

The average classification accuracy of 5-fold cross validation of both methods for in other data sets, the average 

accuracy for Taguchi method is close to the results for GS but not good enough. Furthermore, we apply Taguchi method with 

more levels OAs as depicted in Table 5(b)(c). This improvement is significant between Table 5(a) and (b). However, the 

improvement is little between Table 5(b) and (c). Taguchi approach with more the number of levels has more effective 

detective points, so the accuracy will get higher. Meanwhile, the difference in accuracy between GS and our proposed method 

will decrease. The comparison of both methods is based on the same levels in this experiment. Fig. 4 is available by GS on C = 

(2

(γ). It means that parameter γ is more significant than parameter 

C for all data sets. The experiment of both methods used identical training and testing sets with 5-fold cross validation.  

-15, 2-14, 2-13, 2-12, ..., 215, 2-16) and γ = (2-15, 2-14, 2-13, 2-12, ..., 215, 2-16

Compared with GS, Naїve Bayes, SVM(Linear), SVM(Taguchi Method L

) for each data set. Higher accuracies concentrated in the 

lower right corner of the contour graph. These contributions are similar to all data sets. 

32) and our algorithm SVM (L64

No parameter needs to be set up for SVM with linear kernel; the accuracy will lower than that of Naїve Bayes algorithms 

and our proposed method. Although our method is not the best accuracy of the proposed method, it is little lower than that of 

GS(32×32). GS required searching and computing 32×32 = 1024 times but our proposed method need only 64 times. Our 

approach is 15 times faster and the accuracy of our method is very close to that of GS. The experimental results show that our 

(32X32X2)) for 

enronspam corpa, the results of our confirm test are shown in Table 6. The SVM(Linear) shows that the accuracy of SVM will 

become worse without careful selection for parameters C and γ.  
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proposed method can select good parameters for SVM with kernel RBF and the accuracy is very close to that of GS. 

 

Table 4 L16

Factor 

(8×8×2) OA and experiment data 

enronspam1 enronspam2 enronspam3 enronspam4 enronspam5 enronspam6 

Log2 Log(C) 2 Log(γ) 2 Log(C) 2 Log(γ) 2 Log(C) 2 Log(γ) 2 Log(C) 2 Log(γ) 2 Log(C) 2 Log(γ) 2 Log(C) 2(γ) 
-20.00 98.10 98.10 80.00 80.00 80.00 80.00 80.00 80.00 97.00 97.00 80.00 80.00 
-14.29 98.10 99.00 80.00 90.75 80.00 92.35 80.00 88.50 97.00 97.45 80.00 90.75 
-8.57 98.10 98.10 80.00 80.00 80.00 80.00 80.00 80.00 97.00 97.00 80.00 80.00 
-2.86 98.10 98.80 80.00 83.40 80.00 80.30 80.00 80.05 97.00 97.00 80.00 81.20 
2.86 98.45 98.10 82.95 80.00 83.85 80.00 81.95 80.00 97.15 97.00 83.35 80.00 
8.57 98.45 98.10 81.90 80.40 80.25 80.00 80.00 80.00 97.00 97.00 80.80 80.30 
14.29 98.45 98.10 81.80 80.00 80.05 80.00 80.05 80.00 97.00 97.00 80.80 80.00 
20.00 98.65 98.10 88.20 80.30 88.50 80.00 86.55 80.00 97.30 97.00 87.70 80.40 

Max 98.65 99.00 88.20 90.75 88.50 92.35 86.55 88.50 97.30 97.45 87.70 90.75 
Min 98.10 98.10 80.00 80.00 80.00 80.00 80.00 80.00 97.00 97.00 80.00 80.00 

Effect 0.55 0.90 8.20 10.75 8.50 12.35 6.55 8.50 0.30 0.45 7.70 10.75 
 

Table 5 Results for different OAs 

Data set 
GS(8×8) L16  (8×8×2) 

Log(C) Log(γ) Acc(%) Log(C) Log(γ) Acc(%)  Acc. 
Diff.(%) 

enronspam1 20.00 -8.57 99.60 20.00 -14.29 99.40  0.20 

enronspam2 14.29 -20.00 97.40 20.00 -14.29 96.00  1.40 

enronspam3 8.57 -14.29 97.30 20.00 -14.29 95.60  1.70 

enronspam4 8.57 -14.29 95.80 20.00 -14.29 94.10  1.70 

enronspam5 8.57 -8.57 97.90 20.00 -14.29 97.50  0.40 

enronspam6 8.57 -8.57 95.50 20.00 -14.29 94.90  0.60 

Avg.        1.00 

    
(a) 

    

Data set 
GS(16×16) L32  (16×16×2)  

Log(C) Log(γ) Acc(%) Log(C) Log(γ) Acc(%)  Acc. 
Diff.(%) 

enronspam1 4.00 -6.67 99.6 4.00 -6.67  99.60 0.00 

enronspam2 12.00 -17.33 97.30 12.00 -12.00  96.50 0.80 

enronspam3 9.33 -12.00 97.10 17.33 -12.00  96.30 0.80 

enronspam4 14.67 -17.33 96.40 12.00 -12.00  95.50 0.90 

enronspam5 20.00 -12.00 98.10 17.33 -12.00  98.00 0.10 

enronspam6 20.00 -17.33 96.30 17.33 -12.00  94.70 1.60 

Avg.        0.70 

  
(b)  
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Table 5 Results for different OAs (Continued) 

Data set 
GS(32×32) L64  (32×32×2)  

Log(C) Log(γ) Acc(%) Log(C) Log(γ) Acc(%)  Acc. 
Diff.(%) 

enronspam1 18.71 -5.81 99.6 1.94 -8.39 99.60  0.00 

enronspam2 12.26 -14.84 97.7 9.68 -16.13 96.40  1.30 

enronspam3 16.13 -16.13 97.30 10.97 -16.13 96.90  0.40 

enronspam4 17.42 -18.71 96.5 10.97 -16.13 95.80  0.70 

enronspam5 7.10 -9.68 98.20 16.13 -10.97 98.20  0.00 

enronspam6 17.42 -18.71 96.20 9.68 -16.13 93.80  2.40 

Avg.        0.80 

(c) 

  

  

  

Fig. 4 The contour plots of GS on C = (2-15, 2-14, 2-13, 2-12, ..., 215, 2-16) and γ = (2-15, 2-14, 2-13, 2-12, ..., 215, 2-16

(a) 
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Table 6 A comparison of the accuracy(%) of different models for enronspam corpora 
 eronspam1 eronspam2 eronspam3 eronspam4 eronspam5 eronspam6 

Naïve Bayesian 86.99 92.93 91.53 92.19 86.57 80.71 

SVM(Linear) 80.23 83.41 85.23 85.69 87.77 88.98 

SVM(Taguchi Method L32 94.56 ) 94.39 95.5 93.30 97.10 95.78 

SVM (GS 32X32) 99.60 97.70 97.3 96.50 98.20 96.20 

SVM (L64 99.60 (32X32X2)) 96.40 96.90 95.80 98.20 93.80 

5. Conclusions and future work 

Our proposed approach based on Taguchi method does not like other approximation methods or heuristics may cause 

exhaustive parameter searches. On the other hand, our proposed approach sometimes may obtain approximation results but not 

optimal. However, compared with much computational time to find the optimal parameter values by the grid-search, it is worth 

for our methods to obtain approximation results at expense of little accuracy. 

From above experiments, appropriate OA could achieve high accuracy but high multilevel OA make little 

improvement. In order to achieve appropriate multilevel-column OA, we convert from 2-level OA and still keep 

multilevel-column OA orthogonal. In our method, the parameter selection by orthogonal table will obtain high accuracy. If we 

would like to obtain higher accuracy, we could extend OA L64 to an OA such as L128 
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