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Abstract 

Previous studies show that the fuzzy-based approach predicts incoming floods better than machine learning 

(ML). However, with numerous observation points, difficulties in manually determining fuzzy rules and membership 

values increase. This research proposes a novel fuzzy logic-based learning (FLBL) that embeds missing data 

imputations and a fuzzy rule optimization strategy to enhance ML performance while still benefiting from fuzzy 

theory. The simple moving average handles sensors’ missing data. The logical mapping is used for fuzzification 

automation and fuzzy rule generation. The join function between the Szymkiewicz–Simpson coefficient similarity 

and max function is applied to optimize a fuzzy rules model. The case study uses observation data from three rivers 

traversing three districts in Semarang City. As a result, FLBL achieves 97.87% accuracy in predicting flood, 

outperforming the decision tree (96%) and the neural network (73.07%). This work is significant as a part of 

preventive flood-related disaster plans. 
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1. Introduction 

River flooding is considered one type of flood that can cause massive damage to society. This typical flood occurs when 

the water level exceeds the river’s capacity, allowing the water to overflow into the surrounding occupied area. Some 

government agencies have developed a preventive flood-related disaster plan to mitigate the harmful effects of river floods, 

such as river maintenance and an early warning system (EWS) [1]. With the advancement of IoT technologies, providing an 

EWS solution has become a preference for improving people’s situational awareness of incoming flood events [2-3]. 

In establishing a reliable IoT-based EWS architecture, critical requirements should be fulfilled, including a set of reliable 

sensory tools, good connectivity, reliable electric power sources, reasoning engines to infer the data from the sensors to 

generate early warning alarms, and apps to convey critical flood-related situations to related parties [4-6]. The architecture of 

an IoT-based EWS becomes more challenging when dealing with broader areas (e.g., inter-city) having many rivers traversing 

them. In this case, the rain in a particular area might cause river flooding in other areas even though no rain is detected. 

Moreover, there are many possibilities of impacted areas depending on the water levels of the traversing rivers and the land 

contour. Consequently, the performance of EWS’s reasoning engine is at stake to infer incoming flood events, given the 

complexity of natural flood-related factors from areas of concern and data transmission problems coming from the IoT devices 

[7-10]. Therefore, a reliable reasoning engine for EWS is critically required to deliver flood-event alarms in critical times [11-

12] and to impute missing data caused by connectivity problems. 
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In developing the reasoning engine for river flooding prediction, previous studies relied on three main approaches: rule-

based reasoning (e.g., [3]), machine learning (ML) (e.g., decision tree [4], neural network [13-14]), and fuzzy-based approach 

(e.g., [15-18]). Some studies combine ML techniques with fuzzy theory, such as neuro-fuzzy [11, 19]. Rule-based reasoning 

may have higher reliability than ML techniques, particularly when data is insufficient to train as a learning model [15]. 

However, manually developing rules for complex situations is also a difficult process, which can be mitigated by ML 

techniques when good quality recorded data is available. 

On the other hand, Lohani et al. [15] viewed the fuzzy-based technique as promising to improve real-time river flood 

prediction. During the early experiments, the fuzzy-based technique outperformed the ML technique in predicting flood events. 

However, determining fuzzy rules and membership values requires trial and error in complex scenarios [17]. Furthermore, 

some of the above studies also implemented missing data handlers, such as [13], which used the mean value of previously 

recorded data. Other techniques of missing data imputation are the rolling statistical technique, linear models, and regression 

imputation [20]. 

Even though the performance of methods proposed in previous studies had been evaluated in terms of accuracy, there are 

some hurdles, particularly in setting them up in an EWS for a wide area involving multiple clusters of observation points. Their 

performance in such settings has not yet been extensively examined. Moreover, this paper views optimizing fuzzy rule 

construction as an option to eliminate the trial-and-error process when determining rules and degree of membership. This 

option can be achieved by implementing the automatic learning capability from a dataset to generate fuzzy rules without losing 

the uncertainty model provided by the fuzzy and applying a rule optimization strategy. To fill these gaps, this study aims to 

develop a novel approach for multiple-clusters-based EWS to infer incoming flood events based on fuzzy logic-based learning 

(FLBL) and fuzzy rule optimization strategy, including missing value handler. 

The rolling statistical technique is selected for its reliability and easy implementation to impute missing data compared 

to similar methods, such as linear models with autoregressive moving averages suitable for time series data. Autoregressive 

and moving-average models frequently express this association in error terms [21]. Furthermore, the fuzzy rule model is 

generated by the FLBL. Even though the FLBL has been introduced in different domains [22], none have been implemented 

in the hydrological field, especially in predicting incoming flood events. Moreover, the other FLBLs from previous studies 

were implemented in the Takagi-Sugeno (TS) [23] and Mamdani models [22]. This paper implements FLBL in a different 

setting based on fuzzy logic that uses logical mapping from input to output to generate fuzzy rules. The rules optimization 

strategy is also applied in this FLBL EWS system by finding similar rules using the Szymkiewicz–Simpson coefficient (SSC) 

and reducing them using the maximum function on their degree of membership values. 

To sum up, the main contributions of this paper are as follows: 

(1) A LoRa-based EWS architecture for flood-related data transmissions that supports multi-clusters-based observation 

points. 

(2) The FLBL technique with optimization strategy is used to produce the fuzzy rules model to enhance incoming flood event 

alert predictions, including the simple moving average technique to impute the missing data.  

(3) The proposed approach is demonstrated to prove the performance of the missing data handler and the fuzzy rules model. 

The proposed method was showcased in three districts in Semarang City: Tugu, Ngaliyan, and West Semarang Districts. 

The flood event in those districts is affected by three traversing rivers: Plumbon, Bringin, and Silandak. The water level and 

rainfall rate sensors are two primary sensing tools utilized in this research. The experiments showed that the proposed method 

outperformed the baseline method in terms of accuracy in predicting flood events in selected areas. The average accuracy of 

this proposed method was 97.87%, while the accuracy of baseline methods using the decision tree algorithm and neural 

network was 96.83% and 73.07%, respectively. 
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2. Related Works 

IoT-based flood detection for early warning has attracted researchers around the globe, and various methods of inference 

engines have been proposed, including flood warning strategies to raise citizen awareness [24-25]. Determining a threshold 

value of critical variables is the most popular method to trigger this warning. For example, Tedla et al. [26] and Gambini et al. 

[27] set thresholds on several variables, including rainfall rate threshold, antecedent precipitation index, and river water level. 

Those variables are combined with data from a satellite called Sentinel-1 Synthetic Aperture, citizen science, and stream flow 

data to simulate the flood extent. 

As a result, predictions can be produced three days in advance, but the derived thresholds must be progressively adjusted 

based on new observation data. Furthermore, Sayyad et al. [3] used a rule-based method to produce early warning information 

for the control room. This method utilizes HC SR04 ultrasonic sensors to measure the river’s water level and soil moisture 

sensors to detect electricity levels on wet soil. Those sensors were connected to an SG90 servo motor to control the dam gate 

through the ESP8266 Wi-Fi module. Even though the developed rules were reliable for the designated case, the proposed flood 

detection in this study was configured for a single spot where the dam gate is located, and there was no centralized mechanism 

to infer incoming flood events from multiple spots or clusters. 

When multiple sensors are involved to collect flood-related data at an observation point, researchers prefer a machine-

learning technique to develop a classifier to trigger flood-event alerts. For example, Vinothini and Jayanthy [4] proposed an 

IoT architecture to send data from temperature, humidity, and water level sensors to the cloud over an ESP8266 Wi-Fi module 

embedded in the PIC16f877a microcontroller. The water levels were measured at three stages involving conductive level 

sensors to examine conductivity between the ground and water. The first conductive level indicated ordinary water level, and 

the second represented above normal water level. Finally, the third conductive level was the hazardous water level state. The 

decision tree model installed in the cloud was used to infer incoming floods and achieved 99.6% accuracy during the laboratory 

experimental setup. Furthermore, other researchers used neural networks to infer flood status. 

The two-class neural network was proposed by Abdullahi et al. [14] and applied in the cloud to support the inference 

module that obtains data over the Wi-Fi module from the miniaturized water level sensor. NodeMCU was utilized as the IoT 

hardware enabler that supports IEEE 802.11b/g/n. The connection to the cloud was conducted using HTTP protocol and REST 

API. The two-class neural network generated safe-unsafe labels to trigger incoming flood alerts. During the laboratory 

experimental test, the accuracy achieved 98.9%. 

Anbarasan et al. [13] used a more sophisticated machine-learning approach that used the deep convolutional neural 

network to generate a learning model from IoT-based big data. The flood-related data consists of four variables: water flow, 

water level, rainfall rate, and humidity. The classifier’s output indicates whether there is a chance of an incoming flood event. 

The learning model was trained using the National Weather Service, and as a result, this method achieved 93.23% accuracy in 

flood prediction. 

In a research conducted by Prakash et al. [28], flood alert was developed by generating an ML model using extreme 

gradient boosting to estimate water discharge given changing geographic constraints. Seven types of hydro-meteorological 

data were collected using the IoT platform, including rainfall rate, river flow, river level, temperature, humidity, wind direction, 

and wind speed. The data were classified into four classes: very dangerous, dangerous, warning, and normal. The 

microcontroller Arduino UNO R3 collected data from the sensing unit, such as the water flow sensor YF-S201, the water level 

ultrasonic sensor HC-SR04, and the bucket rain gauge. The generated model was validated using a coefficient of determination 

(R2) and relative error (RE) indicators and achieved 0.96 and 0.97, respectively. Even though the accuracy of ML methods 

was well-evaluated, their performance in tackling multi-cluster problems should be further examined. 
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Another widely used method to predict incoming floods is based on fuzzy models, such as TS and Mamdani. The 

capability of the TS model has been examined by Lohani et al. [15]. The TS model was compared to an ML technique called 

an artificial neural network (ANN) using rainfall rate and discharge data of a river in India. Their research, in particular, was 

designed to predict floods given higher-to-low flow region constraints. In this regard, the performance of the TS model was 

evaluated using a statistical model called peak percent threshold statistic. The results showed that the TS model outperformed 

the ANN. 

In the research of Rostami et al. [16], data anomaly detection was added before processing the fuzzy inference system. 

Unlike the others that rely on sensory tools to infer incoming floods, their data anomaly detection consists of three algorithms: 

median-interquartile range, multi-layer perceptron, and recurrent neural network. Moreover, remote sensing climate data was 

used to generate early warnings of flood events. Two other researchers who showed the capability of the fuzzy-based approach 

to alert incoming floods are Jayawardena et al. [17] and Wee et al. [18]. Wee et al. [18] compared fuzzy with impact-based 

forecasting by developing a relation matrix between the level of risks and their impacts. However, trial-and-error in 

determining fuzzy sets and degree of membership must be conducted carefully to avoid performance degradation of the fuzzy 

inference system [17]. 

Even though previously mentioned fuzzy-based techniques to generate flood-related early warnings have already been 

well-proven, some issues still need to be solved, particularly in optimizing the construction of fuzzy rules. Lyu et al. [10] 

suggested combining fuzzy and machine-learning approaches to transform complex fuzzy inference rules or functions into a 

machine-learning model. However, when the fuzzy rules have been manually set, the impact of the machine-learning model 

to replace the fuzzy rules is relatively trivial as those rules are already reliable and can be used to infer the target state. The 

FLBL that can automatically learn and generate fuzzy rules becomes an option. This technique has been used in other domains, 

such as literature [22]. However, Bai and Lu [23] viewed that the fuzzy rules produced by FLBL should be optimized. In this 

regard, they proposed fuzzy set fusions. As it can increase complexities, a new strategy is needed to reduce fuzzy rules. 

3. The Proposed River Flood EWS Using FLBL 

 
Fig. 1 The proposed system architecture for flood river early warning 

This section explains the proposed river flood EWS exploiting FLBL. As illustrated in Fig. 1, there are two main blocks 

in the architecture of the proposed systems: the cluster-based IoT nodes and the server cloud. There are five processing phases 

in this proposal:  

(1) The development board installed at a cluster collects the sensor reading values periodically based on the pre-defined 

settings. 
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(2) The collected data is sent to the cloud through the LoRa platform. 

(3) At the server, a missing data handler will be activated if there is no data received in a determined time interval. 

(4) The received data will be evaluated using the fuzzy rule model generated by the proposed FLBL. 

(5) The flood prediction results will be forwarded to monitoring and EWS. The following subsections explain the details of 

the proposed system. 

3.1.   Cluster-based sensor nodes 

This paper assumes that every observation point is a cluster, and every cluster is commonly associated with a specific 

observed region. However, an observation point may be close to another, particularly in river branches, and each branch has a 

potential flood impact on different areas. At an observation point, an IoT node is installed. This node comprises seven 

components, including a development board, water level sensor, temperature sensor, rainfall sensor, LoRa shield, LoRa 

gateway, and power system. The water level and rainfall rate sensors are the primary sources for calculating the chance of 

incoming river flood events in the proposed system. Each IoT node also has a temperature sensor, mainly used to confirm 

whether the rainfall rate sensors work well. Thus, this addition makes the proposed system more robust. 

3.2.   Server-side processing 

This sub-section highlights two main parts of the server: the missing data handler and the FLBL inference engine. The 

output of FLBL is a fuzzy rule model. In generating the fuzzy rule model, FLBL has four steps, including the input data 

preparation, associating data to the corresponding fuzzy set fuzzification process, the learning process to generate fuzzy rules, 

and the rule optimization, as illustrated in Fig. 2. The first step processes the input data from sensors and changes the data into 

a fuzzy membership belonging to the corresponding fuzzy set. The linguistic term resulting from the fuzzification process was 

then mapped to produce several groups of rules. After that, the optimization process is performed to produce the final fuzzy 

rule model. This model infers incoming flood events in the EWS using real-time data. The detailed explanations are provided 

below. 

 
Fig. 2 Fuzzy logic-based learning  

 

3.2.1.   Missing value handler 

The IoT-based architecture is vulnerable to data transmission failure. Therefore, the proposed approach implements a 

handler to impute sensor reading missing values. In this regard, the proposed system used a rolling statistical technique called 
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simple moving average to impute missing values. Suppose that � is the data generated by a sensor at time �. The task of the 

simple moving average is aggregating previously captured values to replace the missing value at time �����  using the 

following: 

( )1 2 3− − − −+ + + +
=

…t t t t n
t

d d d d
M

n  (1) 

where � is the determined number of captured values from previous reading data. 

3.2.2.   Generating fuzzy rules model 

A. Input data preparation: 

As illustrated in Fig. 2, the learning process uses the data collected from sensors installed in the observation point cluster. 

Each sensor controller at the observation points periodically sends a tuple of data 	�

, such that: 

{ }, ,,ω= ==q q q
t t T t T RS d d  (2) 

where � is the data generated by sensor � from the cluster number � at time �. There are two possible values of � based on the 

proposed EWS architecture: the water level sensor (denoted by ) and the rainfall rate sensor (denoted by �). The temperature 

sensor is excluded from the dataset when generating the fuzzy rule model. 

From the data collection, the universe of discourse ���  is determined for each sensor type, such that: 

( ) ( )max , min=   T TTdU d d  (3) 

where �� is a set of data collected from a type of sensor at all clusters. Therefore, there will be ����� and �����. Furthermore, 

the dataset used for the further process (denoted by �) consists of the unification of 	�

 collected during a specific period such 

that: 

( ) ( ) ( ){ }1 1 2 2
1, 1, 1, 1, , ,, , , , , ,ω ω ω= = = = + = + == …T T R T T R T T R

q q
t n t nD d d d d d d  (4) 

where � is the end period of collected data. The number of clusters and sensors in � is correlated with the number of attributes 

in the dataset. For example, if the number of clusters is 3 and there are 2 sensors in each cluster, then � will have six attributes. 

B. Fuzzification process 

In this step, ∀�� ∈ � will be fuzzified to associate them with the corresponding fuzzy set. Let � = ���, ��, ��, ⋯ , �!" 

denotes a set of linguistic terms (e.g., low, normal, high, extreme) for fuzzy sets used to describe the reading value from a 

sensor, where # indicates the number of linguistic terms of the fuzzy sets. For each sensor, the proposed FLBL will determine 

the fuzzy sets based on two parameters, namely # and $ denoting the desired interval value for each fuzzy set. Furthermore, 

the fuzzy sets indicated by the lowest and the highest # will have a trapezoid membership function. The intermediate fuzzy 

set(s) uses the triangular membership function. 

Some critical points need to be determined by FLBL, following the number of linguistic terms used for each sensor (#). 

Those critical points (illustrated in Fig. 3) are: 

(1) %� denoting the endpoint of the trapezoid membership function belongs to �� having &'( = 1 

(2) %! denoting the endpoint of the trapezoid membership function belongs to �! having &'* = 1 
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(3) %+denoting the top point of the triangular membership function belongs to �+ having &', = 1, where - represents the 

infinite integer number of fuzzy sets having a triangular membership function located between �� and �!, and 1 . - . # 

(4) %+/(and %+/0  denoting the left and right threshold in the #-axis belongs to �+, respectively, having  &', = 0 

Now suppose that 234!  and 2356  are the minimum and maximum values in �7, respectively, and 2 ∈ 8. The points of %� and 

%! are determined based on the value of 234! , 2356 , and $ as formulated below: 

( )mod= −x max maxp v v I  (5) 

1 = xp
p

x  (6) 

Furthermore, %+ is calculated as follows: 

1= ×kp p k  (7) 

 

 
Fig. 3 Critical points of fuzzy sets 

It should be noted that 9:��-� = 2 and 9<#�-� = # = 1. Recalling that �� represents the sensor reading value in the x-

axis, the membership values of �� in the fuzzy set having linguistic term �! >&�?
'*@ can be defined as follows: 
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Similarly, the membership values of �� in the fuzzy set having linguistic terms �� >&�?
'(@ can be defined as follows: 
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Next, %+/(  and %+/0 can be determined as follows: 
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Thus, the membership values of �� in the fuzzy set having linguistic terms �+ >&�?
',@ can be formulated as follows: 

( ) ( )
( ) ( )
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At the end of this stage, it can be assumed that at time �, ∀��,���

 ∈ � and ∀��,���


 ∈ �, a linguistic term has been set, 

namely ��,���

  and ��,���


 , respectively, including their degree of membership on the corresponding fuzzy set &'/,ABC
D  and 

&'/,ABE
D , respectively. 

For further processing, the dataset� , which was previously defined in Eq. (4), will be replaced with the fuzzified 

dataset(�F). It should be noted that besides representing data collection time, � can also be viewed as the row number in the 

dataset. Now, it can be assumed that ��
F is one row of the fuzzified dataset, and it contains two tuples of information from each 

cluster at time �, such that 

( ) ( ) ( ) ( ){ }1 1 1 1
1, 1, 1, 1, , , , ,, , , , , , , ,ω ω ω ωµ µ µ µ= = = = + = + = + = + =

   =    …

'

T T T R T R T T T R T R

q q q q
t t n t n t n t nD L L L L  (13) 

The information in �F will be used to feed the FLBL learning process. 

C. Fuzzy logic-based learning process 

The FLBL learning process is initiated after the input dataset is fuzzified into its linguistic term. The target of the learning 

process is to optimize fuzzy rules from the given dataset. There are two steps in the learning process: (1) producing rules using 

a logical mapping function and (2) performing fuzzy rules optimization. While producing rules, there are two terms: the 

antecedent and the consequent, denoted by G and H, respectively. The former is the assigned degree of membership from input 

sensor values. In other words, G at time ��G�� is constructed as follows: 

1 1 2 2
1, 1, 1, 1, , ,

, , , , , ,
ω ω ω

µ µ µ µ µ µ
= = = = + = + =

 
 
 

∂ = … q q
T T R T T R t n T t n T R

L LL L L Lt  (14) 

Furthermore, H� is the output variable that can be the assigned label (I�� for each row in the dataset �F. The fuzzification 

process is also applied for I� resulting in its linguistic term denoted by �J/  and its degree of membership in the corresponding 

fuzzy set (&J/�. The fuzzy rule generation is structured based on the relation of G� and H�, and is determined as follows: 

1 1 2 2
1, 1, 1, 1, , ,

, , , , , ,
ω ω ω

µ µ µ µ µ µ µ
= = = = + = + =

 
 
 

→… q q
t

T T R T T R t n T t n T R
AL LL L L L

f  (15) 

Based on the logical mapping function above, the linguistic terms of the antecedent can be mapped to the consequent for each 

row in the dataset, such that:  

{ }1 1 2 2
1, 1, 1, 1, , ,, , , , , ,ω ω ω= = = = + = + = →…

T T R T T R T T R At

q q
t n t nf L L L L L L L  (16) 

Now, the fuzzy rules for the specific time � can be generated by forming and functions among the antecedent’s linguistic terms 

with �J/  as the returning value. 
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The second process in the FLBL learning is performing fuzzy rules optimization. This process is conducted through 

several steps. The first step is the unification of three sets &J, �J, and �F. The sets &J and �J are sets of consequent linguistic 

terms and their degree of membership generated by Eq. (15) and Eq. (16), respectively. The matching process uses index 

matching driven by �. Before this step is executed, the pre-requisite must be met which can be defined as follows: 

µ= ='

A A
L D  (17) 

Which means that the size of both sets must be equal. Once the pre-requisite is fulfilled, the unification step is initiated 

to produce a set of fuzzy rules (FR), such that: 

{ }" ,=
tAt tFR D L  (18) 

where � indicates the row number. Meanwhile, ��
"is similar to ��

F with the degree of membership excluded from the dataset, 

remaining only the label (��,���

  and ��,���


 ). The size of FR(|FR|) is considered the total of initial fuzzy rules that will be 

optimized by reducing them. The optimization strategy contains two main procedures: rules grouping and rules fusion. The 

grouping procedure follows a similarity check called the SSC which can be determined as follows: 

( )
FR

SSC
min , FR

∩
=

G

G

t

t

R

R  (19) 

Firstly, the grouping procedure will insert the initial row (FR��O) to a rule group set (�P) in which Q indicates the group 

number. Hence, �P�O will have the same rule value compared to FR��O. In the second loop, the grouping procedure will 

compare the  FR value for the next � (e.g., � = 1) to each existing �P. When the SSC value is 1, no �P will be formed, and the 

rule will be represented, e.g., FR��� will be added as a new element to the corresponding �P. Otherwise, new �P (e.g., �P��) 

will be created. Thus, the total rule group can be determined by Q + 1. 

After all, rows have been examined for the grouping process, it can be assumed that each �P contains a set of the same 

rules, but they have different membership degrees in the consequent part. In the proposed approach, the rule having the highest 

membership degree will be selected from each �P. The rule optimization is regulated by the following operation: 

( )( )( )max : 0µ= = …

G At t
R f f t n  (20) 

where � is the row index, and �P/ is the selected rule in a certain �P having index � and the highest membership degree. Thus, 

the optimized fuzzy rule model (�) can be described as follows: 

{ }0 1, , ,= = =
= …

tG G G k
M R R R  (21) 

where - is the rule group number. 

4. Experiment and Result 

This section presents an experiment and the result of this research and is divided into six sub-sections. The first sub-

section explains the showcase used in this research, which uses three rivers in Semarang City, e.g., Bringin, Plumbon, and 

Silandak rivers. The second section describes the dataset collected from the Pemali Juana Office, the government’s technical 

operation unit managing the Central Java River in Indonesia during 2020-2021. The next subsection demonstrates the 

implementation and performance of the FLBL system in this research. The final sub-sections consist of a discussion of this 

system and the future work that can be developed further from this research. 
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4.1.   The showcase area 

Table 1 displays the characteristics of three rivers in Semarang. Silandak is the shortest river, while the other two are 

similar in length. There is a significant difference in the water debit of the three rivers, with Bringing having the highest at 

381.74 m3/sec, followed by Plumbon with 244 m3/sec, and the lowest being Silandak with 130.32 m3/sec. 

Table 1 River profile in the Tugu area 

River name Length (km) Water debit (m3/sec) 
Plumbon river 19.5 244 
Bringin river 21.6 381.74 
Silandak river 10.88 130.32 

Meanwhile, Table 2 presents the observed water travel times for the three rivers and regions with flooding risk. Each river 

has three observation points, each with a corresponding affected area. All three observation points potentially affected the 

Ngaliyan district. Two observation points, Plumbon and Silandak, have the same travel time to the affected area in 30 minutes, 

and Bringin has the longest travel time of 120 minutes. When a higher risk water level is detected, river flooding could 

potentially impact certain regions, particularly the districts near the observation points. For example, if the water level at the 

Plumbon Dam observation point rises to a high level, it could adversely affect the Ngaliyan district. 

Table 2 Flood-affected area  

Observation point Affected area Traveling time 
Plumbon Ngaliyan district 30 minutes 
Bringin Ngaliyan and Tugu district 120 minutes 
Silandak Ngaliyan and West Semarang district 30 minutes 

4.2.   The dataset 

The dataset used to train the fuzzy rules model was collected from the Pemali Juana Office, the government’s technical 

operation unit managing the Central Java River in Indonesia during 2020-2021. The dataset has three main attributes for each 

observation point: water level, rainfall rates, and temperature. However, the fuzzy rules generation only considers water level 

and rainfall rate data. The visualization of rainfall rates and water level data in the dataset can be seen in Fig. 4 and Fig. 5, 

respectively. 

  
Fig. 4 Rainfall rates at three observation points: Plumbon, 

Bringin, and Silandak Dams in 2020-2021 
Fig. 5 Water level at three observation points: Plumbon, 

Bringin, and Silandak Dams in 2020-2021 

4.3.   The data imputation performance 

This section illustrates how the missing data from sensors were handled in the proposed system as written in Eq. (1). In 

this research’s dataset, approximately 5% of missing data from the sensors were found. The missing data were mostly due to 
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connectivity problems. Table 3 shows a replaced value assuming that at � = 0, the data from sensors were missing. By 

examining the data from � = 5 to � = 1, the predicted value from the water level sensor at � = 0 was 0.118. Meanwhile, the 

predicted value for the rainfall rate sensor was 6.62. Those values are used to replace the missing data. 

Table 3 Imputing missing data 

Sensors � = 5 � = 4 � = 3 � = 2 � = 1 � = 0 
Water level 0.1 0.07 0.12 0.1 0.2 0.118* 
Rainfall rate 3.3 17.2 5.1 3.4 4.1 6.62* 

Note: * = a new value replacing missing data 

4.4.   Generating fuzzy membership and fuzzy rules 

Before generating fuzzy membership, both fuzzy sets and their linguistic terms were defined for the main attributes (water 

level and rainfall rate) used to predict flood events. Additionally, this research set a fuzzy set for the incoming flood-event 

alert level. As described in Table 4, rainfall rates and the water level had similar linguistic terms for their fuzzy sets: low, 

medium, and high. However, the rainfall rates had another fuzzy set called extreme. Furthermore, the alert levels have three 

linguistic terms for their fuzzy set: alert, normal, and danger. The alert level is the flood-event label assigned for combinations 

of the main attributes based on historical data. 

Table 4 List of linguistic terms for each sensor 

Attributes Linguistic terms and symbols 
Rainfall rates Low (L) ─ Medium (M) ─ High (H) ─ Extreme (E) 
Water level Low (L) ─ Medium (M) ─ High (H) 
Alert level Normal (N) ─ Alert (A) ─ Danger (D) 

Next was the learning process to generate fuzzy rules. It should be noted that from the three attributes in Table 4, the 

rainfall rates and water level are the antecedent, and the alert level is the consequent. For the starter, the proposed approach 

calculated the universe of discourse of each attribute by using Eq. (3). After that, critical points were calculated using Eqs. (5)-

(7) based on the number of fuzzy sets determined for each attribute in the dataset. As the rainfall rate had four fuzzy sets (see 

Table 4), there were four critical points as references for two trapezoidal and two triangular membership functions (see Fig. 

6(a). Differently, the water and alert levels had only three fuzzy sets, so only three critical points were set for two trapezoidal 

membership functions and one triangular membership function as shown in Fig. 6(b) and Fig. 6(c). 

 
(a) Fuzzy membership of rainfall rate values 

Fig. 6 The fuzzy membership values for main attributes 
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(b) Fuzzy membership of water level values 

 
(c) Fuzzy membership of alert levels 

Fig. 6 The fuzzy membership values for main attributes (continued) 

Once the critical points were set for each attribute, their linguistic terms can be determined, including their degree of 

membership by using Eqs. (8)-(13). For example, Table 5 shows an example of rainfall rate data mapped to their corresponding 

fuzzy set’s linguistic terms. Similarly, Table 6 provides the linguistic terms for water level data and its degree of membership. 

Table 5 Example data mapping rainfall rate values to their corresponding fuzzy sets 

Sensors values Low Medium High Extreme Linguistic terms Membership degree 
2.3 1 0 0 0 Low 1 
4.3 1 0 0 0 Low 1 

19.1 0.98 0.02 0 0 Low 0.98 
37 0.03 0.97 0 0 Medium 0.97 

31.4 0.33 0.67 0 0 Medium 0.67 
46 0 0.55 0.45 0 Medium 0.55 

56.2 0 0.01 0.99 0 High 0.99 
49.5 0 0.36 0.64 0 High 0.64 
64.4 0 0 0.57 0.43 High 0.57 
87 0 0 0 1 Extreme 1 

72.1 0 0 0.15 0.85 Extreme 0.85 
79.3 0 0 0 1 Extreme 1 
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Table 6 Example data mapping water level values to their corresponding fuzzy sets 

Sensor values Low Medium High Linguistic term Membership degree 
-0.2 1 0 0 Low 1 
0.23 1 0 0 Low 1 
0.1 1 0 0 Low 1 
2.3 0.28 0.72 0 Medium 0.72 

3.17 0 0.62 0.38 Medium 0.62 
3.24 0 0.57 0.43 Medium 0.57 
3.36 0 0.48 0.52 High 0.52 
3.45 0 0.41 0.59 High 0.59 

4 0 0 1 High 1 

Regarding the alert levels, as previously mentioned in Eqs. (15)-(16), they were mapped into three linguistic terms, and 

their degree membership can be seen in Table 7. The alert level 0 has a full (1) degree membership value in the ‘Normal’ fuzzy 

set. Furthermore, alert levels 1 and 2 had half (0.5) and total (1) degree membership values in the ‘Alert’ and ‘Danger’ fuzzy 

sets, respectively. 

Table 7 Mapping alert level values to their corresponding fuzzy sets 

Alert level Normal Alert Danger Linguistic term Membership degree 
0 1 0 0 Normal 1 
1 0.5 0.5 0 Alert 0.5 
2 0 0 1 Danger 1 

After all the sensor values were mapped into linguistic terms related to corresponding fuzzy sets, the proposed method 

summarized the fuzzy rules extracted from the relation between the antecedent and the consequent. The example of fuzzy rules 

generated by the proposed method can be seen in Table 8. The fuzzy rules were region-based, meaning that West Semarang, 

Tugu, and Ngaliyan districts might have different alert levels even though they had the same antecedent. 

Table 8 Example of generated fuzzy rules for flood-event alert in west Semarang district 

RP RB RS WP WB WS Alert level 
E E H H H L D 
E L H M H L A 
H E E M H L D 
M L M M H L N 
M L H M H L A 
L L H L H L A 

Notes:  
(1) RP, RB, RS: Rainfall rate for Plumbon, Bringin, and Silandak, respectively 
(2) WP, WB, WS: Water level for Plumbon, Bringin, and Silandak, respectively 
(3) Other symbols see Table 4 

4.5.   Results and discussion 

This section provides performance comparison results between the baseline method from previous studies and the 

proposed method. Two baseline methods by Vinothini and Jayanthy [4] and Anbarasan et al. [13] were selected, and they used 

the decision tree and neural network algorithms, respectively, to trigger the EWS alert. The decision tree method was selected 

because it generates a set of rules, and the performance was comparable to the fuzzy rules from the proposed method. 

Meanwhile, the neural network approach was selected as it is well-proven in a previous study. 

The results can be seen in Table 9, which shows five trials conducted using the proposed method and two baseline methods, 

as mentioned. From the results, the proposed method in most districts in all five trials achieved the highest accuracy except in 

the second trial in the Tugu district and the fourth trial in the Ngaliyan district. The accuracy of the proposed method was 96% 

in those trials, while the baseline method using the decision tree showed 98% accuracy in comparison. However, the other 

trials in three districts showed that the proposed method was more accurate. 
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Table 9 Prediction performance 

Trial no. 
West Semarang Tugu Ngaliyan 

A B C A B C A B C 
1 0.98 0.98 0.92 0.98 0.96 0.64 0.98 0.92 0.64 
2 1 0.98 0.94 0.96 0.98 0.64 0.94 0.94 0.64 
3 1 0.98 0.88 1 0.96 0.61 0.98 0.96 0.64 
4 1 0.98 0.97 0.96 0.92 0.63 0.96 0.98 0.64 
5 1 0.96 0.91 0.96 0.94 0.62 0.98 0.96 0.64 

Score 0.996 0.976 0.924 0.972 0.952 0.628 0.968 0.952 0.64 
#Rules 29 4 N/A 29 4 N/A 29 8 N/A 

Notes: 
A = Proposed method; B = Baseline method [4];  
C = Baseline method [13]; N/A = Not available 

In the districts of Tugu, Ngaliyan, and Western Semarang, the suggested method’s average accuracy ratings were 99.6%, 

97.2%, and 96.8%, respectively. The decision tree achieved an average accuracy of 97.6%, 95.2%, and 95.2%, respectively, 

compared to the baseline approaches. The average accuracy of the neural network approach was 92.4%, 62.8%, and 64% for 

each of the three selected districts. The proposed approach demonstrated the highest average accuracy. Furthermore, Fig. 7 

compares the confusion matrix between the proposed FLBL method and the decision tree method from Vinothini and Jayanthy 

[4] based on trials 2 and 4. 

  
(a) FLBL confusion matrix trial number 2 and 4 in 

predicting Western Semarang district 
(b) Decision tree confusion matrix trial number 2 

and 4 in predicting Western Semarang district 

  
(c) FLBL confusion matrix trial number 2 and 4 in 

predicting in Predicting Tugu district 
(d) Decision tree confusion matrix trial number 2 

and 4 in predicting Tugu district 

  
(e) FLBL confusion matrix trial number 2 and 4 in 

predicting Ngaliyan district 
(f) Decision tree confusion matrix trial number 2 

and 4 in predicting Ngaliyan district 

Fig. 7 Confusion matrix comparison based on trial no. 2 and trial no. 4 
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In the West Semarang District, FLBL generated no false predictions (see Fig. 7(a)), while the compared method indicated 

one mistake in which the ‘alert’ class was mistakenly labeled as ‘normal’ (see Fig. 7(b)). In the Tugu district, FLBL has 

mistakenly identified some ‘alert’ classes with ‘normal’ and ‘danger’ with ‘normal’ (see Fig. 7(c)). The decision tree method 

had similar mistakes in this district, but with more false label predictions such as ‘alert’ to ‘normal’; ‘danger’ to ‘normal’; and 

‘danger’ to ‘alert’ (see Fig. 7(d)). While in the previous two districts, the proposed FLBL method outperformed the decision 

tree, the contrary occurred in the Ngaliyan district. In total, FLBL generated 5 mistakes (see Fig. 7(e)), higher than the 

compared method that only had 3 mistakes (see Fig. 7(f)). However, overall, in all trials, the proposed method had lower 

mistakes between the actual and the predicted classes compared to the decision tree. 

Based on these experiments, it can be concluded that the proposed method outperformed the baseline methods in terms 

of accuracy, so it can reduce false alarms to notify flood events in the EWS. Regarding the rule optimization process, the 

proposed method had 29 final fuzzy rules to achieve in all districts, while the baseline method using a decision tree had 4 final 

rules for West Semarang district and Tugu district but had 8 final rules for Ngaliyan district. The rules were not available in 

the baseline method using a Neural Network. 

Comparing the self-determined fuzzy rules approach with the proposed FLBL method, the former resulted in 1728 fuzzy 

rules, while the latter only produced 29. Considering this rule gap, the proposed approach has benefits and drawbacks. When 

most of the incoming input data has already been characterized in the training dataset, the proposed method can optimize fuzzy 

rules. In the meantime, like the other ML approaches, the performance of the proposed approach will be poor when the training 

dataset does not reflect the daily incoming data. 

4.6.   Future works 

This study offers the development of a learning-based fuzzy rules model to enhance the prediction of incoming floods. 

However, this research highlighted some areas for further improvement, particularly to resolve two main weaknesses of the 

proposal. The first weakness is due to the reliability of the IoT nodes. For an EWS system, all IoT devices must be prepared 

for a sudden disaster by being on standby for 24 hours. The IoT node is supported by a power system consisting of a solar 

panel, battery, and solar charge controller, and it can survive for several days. However, the power system cannot support the 

battery when the weather is cloudy. If this condition persists for days, it will become a problem for the IoT hardware. With 

lots of connected sensors, no power means that there is a possibility that the development board will have missing or duplicate 

data due to the radio frequency connection loss and the unavailability of the LoRa gateway. Minimizing such problems could 

be considered a potential future work by implementing several strategies, including circular buffers and sliding window 

protocol. 

Furthermore, missing data problems can also occur from the LoRa gateway to the server side, which can be handled by 

setting its quality of service (QoS) to level 2 using message queuing telemetry transport (MQTT) protocol to obtain data later 

when the devices are back online. In this research, missing data problems during data transmission to the server side have been 

tackled. However, they may cause a critical impact when they occur in sequences, and the number of sequences is bigger than 

the threshold values representing several captured values from previous reading data as shown in Eq. (1).  

Furthermore, the next weakness comes from the FLBL method. The normal water level of a particular river is classified 

as ‘high’ compared to the other rivers (see Fig. 5, Bringin water level). The automation of the fuzzification process needs to 

be improved to address such problems. Besides overcoming the weaknesses, future studies could consider the potential key 

features, particularly by taking advantage of other data sources, such as Synthetic Aperture data from radars. Even though it 

may increase the EWS cost, it can provide good support for developing runoff simulation. Another future improvement could 

be directed to enhance early warning propagation strategies utilizing various platforms, such as mobile devices that allow 

access to real-time information and flood alerts. 
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5. Conclusion 

This paper presents an IoT-based river flood EWS solution, including the hardware architecture, communication protocol, 

and a novel FLBL method to predict incoming floods. The proposed FLBL method involves two other techniques: a simple 

moving average to impute missing data and a join function between SSC similarity and max functions as the fuzzy rules 

optimization strategy. The proposed FLBL generates a fuzzy rules model from a given dataset. The solution was evaluated at 

three observation points: Plumbon, Silandak, and Bringin river, traversing three districts in Semarang City: Ngaliyan, Tugu, 

and West Semarang.  

The results showed that 5% of missing data from the dataset can be handled by the moving average method without 

causing a significant impact on the FLBL model’s accuracy. The results from the showcase indicated that the proposed method 

was more accurate in predicting incoming floods compared to the baseline methods used in this study, which had an average 

of 97.8% accurate predictions. Meanwhile, the decision tree and the Neural Network delivered 96% and 73.07% accurate 

predictions, respectively. Furthermore, although the FLBL method generates more rules (29 rules) than the decision tree (4-8 

rules), its accuracy is not significantly affected. However, the proposed FLBL still had some weaknesses. The method was 

designed to have two trapezoidal fuzzy membership functions with triangular membership functions in between. With such a 

design, it could not have other types of membership functions. Future direction can be directed to enhance the fuzzy set creation 

process. 
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