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Abstract 

To maximize the spectrum hole (TV white space), a  robust channel allocation policy  featuring  aggregation of 

several primary user idle resources (TVWS) into groups of useable secondary channels has been studied in 

literatures. However, to be applied in real world, the channel assembling strategies  (CAS) must consider the factors 

that affect the quality and capacity o f the available channels. This includes the dy namic wireless link, the signal to 

noise ratio, traffic class and enabling technique like  adaptive modulation and coding (AMC). These make the 

strategies heterogeneous and robust. Motivated by this, we proposed two CAS called  Immediate Blocking Strategy 

(IBS) and the Readjustment Based Strategy (RBS) that consider the heterogeneity of a wireless channel. An 

analytical framework to evaluate the performance of the strategies is developed. An investigation of the proposed 

CAS has shown to improve the secondary user (SU) performance in terms of capacity, blocking, forced termination 

(FT) and acceptance/admission probabilit ies respectively , depending on the system parameters selected. The 

investigation was validated by extensive system simulation.  

Keywords: AMC, channel assembling (CA), cognitive radio networks, heterogeneous, signal to noise ratio  

1. Introduction  

Cognitive radio  (CR) is an ag ile  technology for supporting dynamic spectrum access and allocation [1-2]. Th is is 

embedded in  its capability to adaptively and independently adjust its transmission parameters and learn from its previous 

experience  [3-5]. The channels used by the secondary users  (cognitive users) are originally  owned by the primary user (PU) the 

licensed owner. However, the PU utilizes its channels in an alternating manner there by creating spectrum holes  (id le channels). 

The secondary user (SU) opportunistically utilizes  these idle channels and vacate when the PU arrives to avoid interference, 

thus taking advantage of the PU’s ON/OFF behaviour.  These unused/idle PU channels  (spectrum holes) need coordination in 

other to boost SU throughput and as such, the need for channel assembling. CAS enables SUs to combine several idle channels 

to optimize its performance. This has been shown in terms of high data rate, low blocking, forced termination and spectrum 

utilizat ion of the secondary network [6-7]. The core task of CR can be summarized into spectrum sensing, spectrum 

management, and spectrum sharing and spectrum adaptation.  As a focus, spectrum adaptation is the adjusting of SU channels 

upwards or downwards depending on PU events (arrival/departure). The performance of cognitive radio networks (CRN) 

requires a robust channel management/allocation techniques and one form of which is a dynamic resource allocation strategy 

which allows the combination of scattered spectrum holes  into one logic usable SU channel. CAS improves SU performance, 

especially when spectrum adaptation is implemented with the right parameters  [7-9]. Since next generation wireless networks 

like 5G is proposed to support mult imedia applications with diverse resource requirements, efficient channel assembly 

strategies are required in CRN so as to improve SU throughput.  The number of channels assembled fo r the strategies depends 
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on the following factors which includes the PU behaviour, the dynamics of the wireless link, and AMC.  Aggregating channel is 

possible and convenient under certain PU act ivity patterns with several of them modelled as Markovian process. Although 

other models exist, vary in their ON/OFF distribution [10-11]. For CAS to be effective and implementable, it  must take into 

account the PU behavioural pattern as investigated in [12], the signal to noise rat io (SNR) per frame and the slot by slot 

utilizat ion. These factors determine the number of channels available, the bit error rate (BER) and packet error rate (PER) of 

the transmission. A realistic and dynamic wireless channel could be represented by several finite states [13]. For instance, a 

three state wireless link for a SU could be of good, moderate and bad quality respectively. This is a more pract ical scenario of 

a varying wireless link as opposed to novel homogeneous case study in [6-7]. Therefore, an efficient CAS must take into 

account the dynamics of the wireless link, the SU of different t raffic classes and dynamic modulation scheme  this forms the 

bases of this current study. Different techniques have been proposed to mit igate various impairments of the wireless 

communicat ion system. AMC is one of those technologies that have significantly improved the spectrum usage by classifying 

the modulation scheme, spectral efficiency and code rate [14]. A lso, it optimizes the rate at which unit  of information (b it or 

packet) are sent with targeted error rates [15]. The varying SNR introduce the multi rate capacities of wireless links in terms of 

the number of channel slot used, as opposed to the constant homogeneous single rate systems [6].  Optimal CAS should 

consider this dynamism with AMC and it is upon this premise that we have proposed and investigated CAS. This paper 

proposed two CAS that considered the dynamic wireless link, the effect of signal to noise ratio, the d iversity of the SU traffic 

class and AMC. Furthermore, this paper develops  an analytical framework to evaluate the performance of the proposed CAS 

utilized  in  this work. The rest of the paper is organized as fo llows: Sect ion 2 summarizes related works; the system model of 

the proposed strategy is presented in Section 3. Wireless resource capacity modelling is founded in Section 4 while CAS is 

discussed in Sect ion 5. An analytical system model is presented in Section  6 while, Section 7 captures the numerical result with 

the corresponding discussion. Finally, this paper is concluded in Section 8. 

2. Related Works 

Several CAS have been proposed in literature in  an attempt to analyse the performance of CRN. However, all of which 

can be broadly classified as static or dynamic.  In static channel assembling, a SU can aggregate a fixed number of primary 

channels, while in dynamic; a SU can aggregate a variab le number of channels. In [7], an analytical model for CRNs with 

spectrum adaptation was developed. In their study, two representative CAS that consider spectrum adaptation with a 

heterogeneous traffic were proposed. The performance of these strategies is  analysed based on the proposed Continuous Time 

Markov Chain (CTMC) models. In [8], an expression for the theoretical capacity upper bound of the secondary network with 

CA was proposed. Their investigation shows that the PUs sporadically  appear with services far longer compared with SU 

services. In [16], two channel assembling scheme for wideband CRN where proposed which are  a constant channel assembling 

scheme and a variable channel assembling scheme. In the variable channel assembling scheme , the bandwidth of the SU is 

assembling with a probability d istribution on the basis of the number of the residual channels. In  [17], the performance analysis 

of two CAS with imperfect sensing for wideband CRNs were proposed just like in [16], a constant channel assembling (CCA) 

scheme and a variable channel assembling (VCA) scheme. The difference is that imperfect sensing was considered in their 

work. In [18], the performance comparisons of CAS were s tudied when spectrum adaptation was not implemented. In their 

work, three scenarios were considered: without channel assembling, with a fixed  number of assembled channels and 

assembling all idle channels  (greedy approach) when SU services access the networks. In [19], an analytical model fo r a 

wideband CRN, where an SU assembles mult iple p rimary channels with spect rum handover was presented. In their work, 

characteristics of imperfect  signal detection mechanis m were considered. In [20], CA for elastic traffic with  channel adaptation 

was studied depending on channel availab ility and other SU act ivit ies. Closely related works are found in [6-7] and [21- 22].  

[6-7] implement a dynamic CAS for heterogeneous traffic with spectrum adaptation, employing channel sharing and spectrum 
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handover.  In these studies, the authors assumed that the SU service will experience stable services without the effects of 

channel fading through advanced underlying physical layer techniques. However, some key physical layer parameters like  

varying SNR and AMC which  have a great effect on the performance of any CAS in CRNs were not considered in  their 

investigations. Attempt were made to considered these parameters in [21-22] but without detailed analytical frame work. Due 

to frequent blocking and dropping of SU services , the queuing based CAS has gained importance. [23] incorporates a queuing 

regime into CAS of [7] such that when there are insufficient spectrum resources, like an  open network model (lossy system), 

where a new secondary user request is blocked and the interrupted services are dropped, it is instead queued and served later . 

This reduces the blocking and forced termination (FT) probability respectively, of the SU services while increasing the 

network capacity and improving spectrum utilizat ion. [23-24] combine queuing based CA and channel fragmentation (CF) 

strategies. In their proposal, SU dynamically splits it currently occupied channel into finer granules in others  to accommodate 

new arrivals. The pre-empted SUs are queued pending when available channels reappear or a p re-determined maximum 

queuing time exp ires. The effect of introducing a fin ite queue regime is to reduce blocking of SU request and avoiding FT of 

SU services respectively. Despite the tremendous effort on CA in CRNs, previous studies did not vividly and explicit ly 

consider in details the dynamics (varying nature) of the wireless link especially a three state scenarios and the effect of a 

mitigating technique like AMC, which this study considered.  

3. System Model  

Primary 

User  

PU Base 

Station 

SU class 2

SU class 1

SU class 1

CRBS

SU class 2

Primary 

User  

 
Fig. 1 Network architecture 

The system model is an infrastructure based network model consisting of a PU base station (PUBS), a cognitive rad io base 

station (CRBS) and their associate users respectively, operating in the same frequency band as shown in Fig. 1.  

 
Fig. 2 Illustration of wireless frame utilization with OFDMA scheme 
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The PU, being the licensed user, has full priority to utilize the spectrum and can pre-empt the SUs at any time irrespective 

of the classes. The PU requires one channel whereas a SU requires/aggregates sub-channels both in the time and frequency 

domains using the Orthogonal Frequency Div ision Multiple Access (OFDMA) scheme [25], as shown in Fig. 2.  A SU 

opportunistically utilizes the PU’s channels and employs any of the CAS proposed.  The licensed band is composed of  𝜔 PUs 

with 𝑀 channels, where  𝜔  and  𝑀 are positive integers. The CRBS help the SU to structure the channels into slots  (frames) 

and resource utilization per channel per frame becomes on a mini-slot basis for SUs. The PU operates the channels on an 

ON/OFF basis while the SU opportunistically assembles multip le adjacent or non-adjacent mini-slots in coherent time 

intervals.  

 
Fig. 3 The PU ON-OFF channel usage pattern 

The channel frame utilization map for a given PU ON/OFF behaviour is shown in Fig. 2 and Fig. 3, respectively. The 

channel state utilizat ion of PU is characterized by two state Markov chain of Fig. 3 with 𝛼𝑖, being the transitional probability 

from ON state to OFF state and 𝛽𝑖 being the transitional probability from the OFF state to the ON state for the  𝑖-th channel. For 

the SUs, the CRBS sense (we assumed perfect sensing) different SNRs since al l SUs cannot be homogeneous. Therefore, we 

assume the SU’s SNRs will either fall under good, moderate or bad SNR (channel condition). This dynamic results in a 

heterogeneous system with variab le channel slot capacity such that SU traffic requires a particu lar transmission rate/number of 

mini-slot for a particular channel condition. 

4. Wireless Resource Capacity 

4.1. SU Wireless Channel Model and AMC 

The Nakagami-m channel model is used to describe the wireless link due to its versatility of spanning a wide range of 

fading channels [26-27]. The channel quality is captured by the received SNR  𝛾. The different channel conditions are captured 

by the fin ite state Markov  chain (FSMC) whose analysis for slow fading channel conditions is well known [15].  On the 

physical layer, AMC is used in maximizing data rate and adapting transmission parameters in accordance to the channel state, 

thus maintaining  a prescribed PER with h igh spectral efficiency [14-15]. However, the PER in  the occurrence of additive white 

Gaussian noise (AWGN), is presented in [26]. The numbers of channel-slots a SU assembles to use for data transmission 

decreases with an increase in mode and received SNR. For the SUs, we assume Mode 1 corresponds to  quadrature phase shift 

keying (QPSK) and represents bad channel condition (bad SNR), Mode 2 corresponds to 16-quadrature amplitude modulation 

(QAM) and represents moderate channel condition (moderate SNR), while Mode 3 corresponds to 64-quadrature amplitude 

modulation (QAM) and denotes a good channel condition (good SNR), as shown in Table I. The mode is chosen in a way to 

maintain a particular PER for the wireless conditions. [25-27] 

4.2. AMC and SU Frame configuration 

Let the received SNR per frame,  𝛾, be a gamma distributed random variables. Let the entire range be part itioned into 

𝑁 + 1, threshold’s such that Γ𝑛 ∈ [ 𝛾𝑛 ,  𝛾𝑛+1. . ] where Γ0 = 0 and Γ𝑁+1 = ∞. The mode n will be chosen with a probability [4, 

eq. [28]. 𝛾𝑛 is the instantaneous SNR at a part icular mode n. Let the packet length in bits be denoted by ∅ and 𝑅𝑛  be the number 

of bits carried per symbol fo r mode n. where the mode ranges 1 ≤ 𝑛 ≤ 𝑁. The number of channel slots in a fixed frame 𝑆 is a 
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variable function of the dynamic SNR. The number of slots 𝑆,  in a frame for a coherent time interval is a variable function of 

the dynamic SNR (γ). It can be expressed as [29]. 

𝑆 = (
∅

𝑅𝑛𝜀𝑠𝑅𝑠
) ∙ 𝑅𝑁  (1) 

where εs is the channel constant and   𝑅𝑠 , 𝑅𝑁   denotes the symbol rate per send and the highest transmission mode respectively . 

4.3. SU Mini-Slot Configuration 

The number of mini-slots assembled for a SU decreases with increase in received SNR quality (as the SNR become better) 

as capture in Table 1. 𝜃𝑛 is the number of slots a SU can assemble or aggregate in a given mode 𝑛 or SNR. In our notations, 𝑁 

denotes the highest mode, 𝑛 denotes the 𝑛𝑡ℎ  mode. From Table 1, the number of SU mini-slots is given by  

𝜃𝑛 =

{
 
 
 

 
 
 

𝑅𝑁
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         (2) 

 
Fig. 4 Mini-slot configuration as a function of SNR (𝛾) 

The uniqueness of this strategies is that in the highest mode where  𝑛 = 𝑁 (good SNR), SUs will aggregate few slots in 

order to accommodate more SUs. However, as the channel condition deteriorates, more slots will be needed to meet the SU’s 

QoS requirements. 

Table 1 Transmission Modes with Convolutionally Coded Modulation [30], [31] 

(𝑛) AMC mode 
Modulation 

Scheme 

Capacity  
(Mbps) 

Spectral Eff. 

(R) bit/s/Hz 

SNR 

(γ)dB 
Code Rate (𝑟) 

1 QPSK 3.74 0.624 4.3 1/2 

2 16-QAM 7.49 1.248 10.2 3/4 

3 64-QAM 14.98 2.496 18.3 2/3 

The total capacity of the system is given by   (𝑀 ∗ 𝑆)  while the channel utilizat ion is given as  𝛿𝑖 =   𝛽𝑖  (𝛽𝑖 + 𝛼𝑖)⁄   rat io. 

Therefore, The PU’s channel slot capacity  𝜃𝑝𝑢 , is given as 

𝜃𝑃𝑢 = 𝑆.∑(
𝛽𝑖

𝛽𝑖 + 𝛼𝑖
)

𝑀

𝑖=1

 (3) 

𝜃𝑃𝑢 = 𝑆.∑𝛿𝑖

𝑀

𝑖=1

 (4) 

while SU channel slot capacity  𝜃𝑠𝑢  is the reminder after PU occupancy. It can be expressed as  

𝜃𝑠𝑢 = (𝑀 ∗ 𝑆) −  𝜃𝑃𝑢 (5) 
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5.  Channel Assembling Strategies 

As mentioned previously, two CAS are proposed. They are Immediate Blocking Strategy (IBS) and the Readjustment 

Based Strategy (RBS). In  the IBS, the SUs are immediately  blocked if there are insufficient or no resources. In the RBS, the SU 

channel slots are adjusted (upward or downward) to reduce blocking and forced termination when a PU arrives and also 

accommodate new SU arrivals. The details are discussed in the subsections that follow.   

5.1.    Immediate Blocking Strategy  (𝜔, 𝜃𝑠𝑢 ,  𝜃𝑛,  ) 

In IBS, when there is no capacity upon SU request for resources (channel slots) irrespective of the SNR, the SU is 

immediately blocked.  This implies that for a given wireless link condition (good, moderate or bad SNRs) the CRBS assemble 

a given number of channel slots based on the SNR. However, if a  PU arrives and select s from the allocated resources, and there 

are not enough idle channel slots to make up for the depletion, then the SU is forced to terminate [21], [22]. Let  𝑉𝑛  be the total 

number of SUs  in the system and the resource requirements be 𝜃𝑛which  could be (  𝜃𝑔 , 𝜃𝑚  𝑜𝑟 𝜃𝑏 ). The SU will be admitted or 

accepted if the condition in (6) is satisfied. 

𝜃𝑠𝑢 ≥ ∑𝜃𝑛𝑖 ,    ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆 

 𝑉𝑛

𝑖=1

 (6) 

Else, the SU is blocked if satisfies the equation (7) which is a reverse of (6). 

𝜃𝑠𝑢 ≤∑𝜃𝑛𝑖 ,   ∀{ 𝑀∗ 𝑆 − 𝑧(𝜙)} <   𝜃𝑛𝑖

 𝑉𝑛

𝑖=1

 (7) 

with 𝑀 being the number of channels, an SU can be forced to terminate if the arriving PU finds the SU utilizing one of its 

channel slots and there are no free slot(s).  That is , if equation (8) is satisfied. Note the conditions for blocking and forced 

termination are similar. The only d ifference is that in  forced termination, the SU would have been accepted/admitted into the 

spectrum. It can be expressed as  

𝜃𝑠𝑢 < ∑𝜃𝑛𝑖 ,   ∀{ 𝑀∗ 𝑆 = 𝑧(𝜙)}

 𝑉𝑛

𝑖=1

 (8) 

This implies a reduction in the number of admitted SU resources. Similarly, an arriving PU could be blocked if condition 

(9) is satisfied. 

𝜔 ≥ 𝑀 (9) 

However, since PU is given high  priority, we are not considering PU blocking and did  not look at  this condition because is 

it not our focus although it is possible among PUs of different classes. However, the CRBS executes IBS in algorithm I below.  

Algorithm I for the CA using IBS  

// SU arrival 

CRBS check wireless link 𝜸𝒔𝒖 // cognitive radio base station checks wireless link state (SNR) for SUs. 

    CRBS check 𝜽𝒔𝒖 ; // cognitive radio base station checks available recourse for SUs 

If (𝜽𝒔𝒖 ≥ ∑ 𝜃𝑛𝑖  
 𝑽𝒏
𝒊=𝟏 ); // resource assembly test as a function of SNR/mode pair. 

     𝑺𝑼𝒊 _admit = true; //admit 𝑆𝑈𝑖 and assembles  

Else 

      𝑺𝑼𝒊 _admit=false; //block the 𝑆𝑈𝑠  

Else  

    End if ; // terminate if no event 
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// PU arrival 

CRBS check wireless link 𝜸𝒔𝒖 // cognitive radio base station checks wireless link state (SNR) for SUs. 

If [(𝜽𝒔𝒖 < ∑ 𝜃𝑛𝑖) 
 𝑽𝒏
𝒊=𝟏 ]; // PU arrival pick some SU resources 

    𝑺𝑼𝒊 _drop =true; // forced-terminate of ongoing  𝑆𝑈𝑠 

  Else 

End if ; // terminate if no event 

// PU departure 

  CRBS check wireless link 𝜸𝒔𝒖 // cognitive radio base station checks wireless link for PU absence 

If 𝑷𝑼𝒊_channel-slots=idle (free); // free PU slots 

     𝑺𝑼𝒊 _admit = true; // admit new 𝑆𝑈𝑠  

End; // end the process if no other events 

Go to start; // repeat the process if need arise since it is a close loop system 

5.2    Readjustment Based Strategy (𝜔, 𝜃𝑠𝑢 , 𝜃𝑛
𝑚𝑖𝑛 , 𝜃𝑛

𝑚𝑎𝑥  ) 

In this strategy, secondary user needs a minimum of 𝜃𝑛
𝑚𝑖𝑛  and maximum of 𝜃𝑛

𝑚𝑎𝑥  resources to commence service and stop 

assembling respectively. When a secondary user requests for service, the assembling protocol domiciled in  the CRBS checks 

for resource accessibility similar to the IBS scheme . If the resources (channel slot) are availab le and adequate, the secondary 

user is granted access. Else, if otherwise as a consequent of PU appearance, the readjustment algorithm II is executed which 

enables the SU with the maximum assembled channel denote to starving or new arriving SUs respectively.   

Algorithm II for the CA using RBS 

//SU arrival 

CRBS check wireless link 𝜸𝒔𝒖 ; // cognitive radio base station checks wireless link state (SNR) for SUs. 

          CRBS check 𝜽𝒔𝒖  ; // cognitive radio base station checks available recourse for SU 

            𝐈𝐟 (𝜽𝒔𝒖 ≥ ∑ 𝜽𝒏𝒊
𝒎𝒊𝒏  

 𝑽𝒏
𝒊=𝟏 ); // test for 𝑆𝑈𝑖 resources 

        𝑺𝑼𝒊 _admit = true; // admit 𝑆𝑈𝑖 and assemble 

Else 

       𝐢𝐟 (∑ 𝜽𝒏𝒊
𝒎𝒊𝒏) <  

 𝑽𝒏
𝒊=𝟏 𝜽𝒏,𝒏𝒆𝒘

𝒎𝒊𝒏 )] ; // test for new SU arrival due to PU arrival 

Go to Do procedure; // Next three step below 

// PU arrival 

CRBS check wireless link 𝜸𝒔𝒖 // cognitive radio base station checks wireless link state (SNR) for SUs. 

𝐢𝐟 ( 𝜽𝒔𝒖 < ∑ 𝜽𝒏𝒊
𝒎𝒊𝒏 )

 𝑽𝒏
𝒊=𝟏 ; // PU arrives and pick some SU resources 

Do (𝜽𝒋
𝒎𝒂𝒙 − 1), ++ j; // SU with max. channel, donate and iterate over 𝑗 user resources  

   𝑺𝑼𝒊 ,𝒋 , _admit = true; // admit 𝑆𝑈𝑖,𝑗 and assemble for both users 

      Else  

              𝑺𝑼𝒊 _admit =false; // block new  𝑆𝑈𝑖due to no-free slot or insufficient 

             If all conditions cannot be met       

        𝑺𝑼𝒊 _ FT =true; // force-terminate on going  𝑆𝑈𝑖 

End if; // start the process. 

// PU departure 

CRBS check wireless link 𝜸𝒔𝒖 // cognitive radio base station checks wireless link for PU absence 
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If 𝑷𝑼𝒊_channel-slots=idle; // free channel slot exists 

    𝑺𝑼𝒊 _admit = true; // admit 𝑆𝑈𝑠 admit 𝑆𝑈𝑖 and assemble  

  Do (𝜽𝒋
𝒎𝒊𝒏 + 1); // SU with min channel adjust upward  

End; // end the process if no other events 

Go to start; // repeat the process if need arise since it is a close loop system 

6. System Model Analysis 

6.1.    System Analytical Models 

The system features static and dynamic SU traffic that employs the CAS of Section 5. The resource requirement for the 

static traffic is 𝜃𝑛  while the dynamic user is bounded between  𝜃𝑛
𝑚𝑖𝑛  and  𝜃𝑛 

𝑚𝑎𝑥  (lower and upper limit ). The arrival rate for the 

PUs and SUs follows a Poisson distribution with parameters  𝜆𝑝 and  𝜆𝑠 for PUs and SUs respectively. The service times are 

exponentially distributed with the service rates 𝜇𝑝 and  𝜇𝑠 for the PUs and SUs respectively. As in [6-7], the total service for a 

user is assumed to be the product of the user channel slot service rate and the number o f assembled chan nel slots 𝜃𝑠𝑢 𝜇𝑠𝑢 . The 

system can be modelled as a CTMC with state represented by 𝜙 = {𝜔, 𝑉𝑔 ,𝑉𝑚 , 𝑉𝑏  } where 𝜔 is the number of PUs, 𝑉𝑔  is the 

number of SUs in a good state, 𝑉𝑚  is the number of SUs in a moderate state, and  𝑉𝑏  is the number of SUs in a bad state in the 

system respectively. The utilization is expressed as  

𝑧(𝜙) =  𝜔 + (𝜃𝑔𝑉𝑔 + 𝜃𝑚𝑉𝑚 +  𝜃𝑏 𝑉𝑏 ) (10) 

where 𝜃𝑔 , 𝜃𝑚 , and 𝜃𝑏  are the number of channel slots assembled by the CRBS for its associate SUs with respective wireless 

links. The system transition diagram is shown in Fig. 5. 

In Fig. 5, the transitions can be characterized as internal (horizontal) and external (vertical). The internal transition occurs 

among SUs within the system (admitted SU) and their t ransitions are a function of the varying wireless link and other factors 

mentioned previously. The external transition occurs as a result of arrival o r departure of new PUs/SUs into the system. 

Admission or blocking occurs at the point of entrance into the system, while forced termination occurs for already 

admitted/accepted SUs. 

 

λs ϵ λg, λm, λb
μs ϵ μg ,μm ,μb

SU Events

μ ϵ μs μp

ω

ω

+Vg +Vb+Vm

Internal/horizontal

transistions

Vg VbVm

-Vg -Vb-Vm

External/vertical

transitions

PU Events

λp μp

-ω

+ω

μg
μm

μb

λg
λm λb

 
Fig. 5 System Transition Diagram 
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6.2.    CTMC Analysis for IBS 
 

The possible feasible state of the strategy is expressed as ᶑ = {𝜙 ⎸𝜔,𝑉𝑔, 𝑉𝑚, 𝑉𝑏) ≥ 0;  𝑧(𝜙)  ≤ 𝑀 ∗ 𝑆}. Subsequently, we 

describe all the possible state transition of the system. However, for simplicity, the PU is assumed either 

departing/arriving ( 𝜔 − 1𝑜𝑟 𝜔 +1). Hence, the transition table (𝜔,𝑉𝑔, 𝑉𝑚 , 𝑉𝑏) reflects more of the SUs state events which are 

our utmost concern. Note: crossing of state (good to bad or vice versa) is not allowed as shown in Fig. 5, since we are 

considering slow fading.  

6.3.    Performance Measures for IBS 

These derivations are based on the premise of [6-7]. However, in this paper, three channel conditions were considered for 

the SUs. The blocking, FT and admission/acceptance probabilit ies respectively, are also considered based on the different 

channel conditions. The state transitions are summarized in Table 2. Based on the transition rates for the three channel states, 

the balanced equation and the normalized equation can be established in eq. (11). 𝛙 is the transition rate matrix while the state 

probabilit ies are denoted by 𝜋(𝜙) thus, the probability of state 𝜙 can be obtained. Given the state probabilit ies  𝜋(𝜙) , the 

system performance can be developed as follows.  

π𝛙 = 0, ∑ 𝜋(𝜙) = 1
𝜙∈ ᶑ

 (11) 

Table 2 Transition state table for the IBS Strategies  (𝜔, 𝜃𝑠𝑢 ,  𝜃𝑛  ) 

No. Present State Next state Possible State Events Transition Rate 

 

(𝜔, 𝑉𝑔 , 𝑉𝑚 ,𝑉𝑏 ) 

PU departs/arrival 

(1) (𝜔 − 1, 𝑉𝑔 , 𝑉𝑚 , 𝑉𝑏 ) PU departs from the system. 𝜔𝜇𝑝  

(2) (𝜔 + 1, 𝑉𝑔 , 𝑉𝑚 , 𝑉𝑏 ) PU arrives into the system. 𝜆𝑝 

 SU departs/arrival 

(3) 
(𝑉𝑔 − 1, 𝑉𝑚 , 𝑉𝑏 ) 

(external) 

SU in good state departs from the system after service 

completion. 
[𝜇𝑠𝑉𝑔] 

(4) 
(𝑉𝑔 − 1,𝑉𝑚 + 1, 𝑉𝑏 ) 

(internal) 

SU transits from good to moderate state. [
𝜃𝑚𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠 

SU in a moderate state departs after service 

completion. 
[𝜇𝑠𝑉𝑚] 

SU in a moderate state FT due to PU arrival. [
𝜃𝑚𝑉𝑚

𝑧(𝜙) − 𝜔
] 𝜆𝑝 

(5) 

 

(𝑉𝑔 + 1, 𝑉𝑚 , 𝑉𝑏 ) 

(external) 

SU arrives into the system in good state with the 

likelihood of being admitted/accepted , if the number 

of idle channel slots (𝜃𝑠𝑢 ) available is greater than or 

equal to the summation (∑ 𝜃𝑔𝑖  
𝑉𝑔

𝑖=1
) of the channel slot 

required by the 𝑉𝑔 , i.e.  If 𝜃𝑠𝑢 ≥ ∑ 𝜃𝑔𝑖  
𝑉𝑔

𝑖=1
, ∀ 𝑧(𝜙) <

𝑀 ∗ 𝑆  as in equation (6) 

[
𝜃𝑔𝑉𝑔

𝑧(𝜙)
] 𝜆𝑠 

Otherwise, it is blocked which denotes NOT accepted 

i.e. if 𝜃𝑠𝑢 ≤ ∑ 𝜃𝑔𝑖  
𝑉𝑔

𝑖=1
, ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <   𝜃𝑔𝑖as in 

equation (7) 

No FT occurred in this event i.e. FT = 0 (PU absent) FT = 0 

(6) 
(𝑉𝑔 + 1,𝑉𝑚 − 1, 𝑉𝑏 ) 

(internal) 

SU transits from a moderate state to good state. [
𝜃𝑔𝑉𝑔

𝑧(𝜙)
] 𝜆𝑠 

SU in a good state departs after service completion. [𝜇𝑠𝑉𝑔] 

SU in a good state FT due to PU arrival with rate. [
𝜃𝑔𝑉𝑔

𝑧(𝜙) − 𝜔
] 𝜆𝑝 

(7)  
(𝑉𝑔 , 𝑉𝑚, 𝑉𝑏 − 1) 

(external) 
SU in a bad state depart from the system. [𝜇𝑠𝑉𝑏 ] 

(8≡4)  
(𝑉𝑔 , 𝑉𝑚 + 1,𝑉𝑏 − 1)  

(internal) 

SU transits from a bad state to a moderate state. Same as (4) 

SU in a moderate state departs after service 

completion. 
Same as (4) 

SU in a moderate state FT due to PU arrival Same as (4) 
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Table 2 Transition state table for the IBS Strategies   (𝜔, 𝜃𝑠𝑢 ,  𝜃𝑛  ) (continued) 

 

(a)       The Blocking Probability, 𝑃𝑏
𝑛  

In this work, blocking probability is expressed in rates. However, the blocking probability  𝑃𝑏
𝑛  at a particular channel state 

(good, moderate or bad) is the sum of all probabilit ies of states that cannot admit/accept SU into the system. The arriving SU 

will be blocked if the sum of the available idle channels/slots is less than the required, as stated in the table. It  can be expressed 

as 

 𝑃𝑏
𝑛 =

𝑇𝑜𝑡𝑎𝑙  𝑆𝑈 𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒 

 𝑆𝑈 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒
  (12) 

𝑃𝑏
𝑔
= [∑

𝜃𝑔𝑉𝑔

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] 𝜆𝑠⁄   =
1

𝜆𝑠
[∑

𝜃𝑔𝑉𝑔

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 ≤ ∑𝜃𝑔𝑖

𝑉𝑔

𝑖=1

 , 𝑀 ∗ 𝑆 − 𝑧(𝜙) < 𝜃𝑔  (13) 

where 𝑃𝑏
𝑔

is the blocking probability when the wireless link is in good state. 

𝑃𝑏
𝑚 = [∑

𝜃𝑚𝑉𝑚

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] 𝜆𝑠⁄  =
1

𝜆𝑠
[∑

𝜃𝑚 𝑉𝑚

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 ≤ ∑𝜃𝑚𝑖

𝑉𝑚

𝑖 =1

, 𝑀 ∗ 𝑆 − 𝑧(𝜙) < 𝜃𝑚  (14) 

where 𝑃𝑏
𝑚  is the blocking probability when the wireless link is in moderate state. 

𝑃𝑏
𝑏 = [∑

𝜃𝑏 𝑉𝑏

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] 𝜆𝑠⁄   =
1

𝜆𝑠
[∑

𝜃𝑏 𝑉𝑏

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 ≤ ∑𝜃𝑏𝑖

𝑉𝑏

𝑖=1

, 𝑀 ∗ 𝑆 − 𝑧(𝜙) < 𝜃𝑏  (15) 

where 𝑃𝑏
𝑏  is the blocking probability when the wireless link is in bad state. 

No. Present State Next state Possible State Events Transition Rate 

(9)  
(𝑉𝑔 , 𝑉𝑚, 𝑉𝑏 + 1) 

(external) 

SU arrives into the system in bad state with the 

likelihood of being admitted/accepted, if the number 

of idle channel slots (𝜃𝑠𝑢 ) available is greater than or 

equal to the summation (∑ 𝜃𝑏  
𝑉𝑏
𝑖=1 ) of the channel slot 

required by the 𝑉𝑏 , i.e.  If 𝜃𝑠𝑢 ≥ ∑ 𝜃𝑏𝑖  
𝑉𝑏
𝑖=1 ,∀ 𝑧(𝜙) <

𝑀 ∗ 𝑆 as in equation (6) 

[
𝜃𝑏𝑉𝑏

𝑧(𝜙)
] 𝜆𝑠 

Otherwise, it is blocked which denotes NOT accepted 

i.e. if 𝜃𝑠𝑢 < ∑ 𝜃𝑏𝑖  
𝑉𝑏
𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <   𝜃𝑏𝑖  as in 

equation (7) 

 

 

No FT occurs in this event i.e. 𝐹𝑇 = 0 FT = 0 

(10) 

 

(𝑉𝑔 , 𝑉𝑚 − 1, 𝑉𝑏 + 1) 

(internal) 

SU transits from a moderate to a bad state. [
𝜃𝑏𝑉𝑏

𝑧(𝜙)
] 𝜆𝑠 

SU in moderate state depart after service completion. [𝜇𝑠𝑉𝑏 ] 

SU in moderate state FT due to PU. [
𝜃𝑏 𝑉𝑏

𝑧(𝜙) − 𝜔
] 𝜆𝑝 

(11) 
(𝑉𝑔 , 𝑉𝑚 −1,   𝑉𝑏 ) 

(external) 
SU in moderate state depart from the system. [𝜇𝑠𝑉𝑚] 

(12) (𝑉𝑔 , 𝑉𝑚 + 1, 𝑉𝑏 ) 
 

(external) 

SU arrives into the system in moderate state with the 

likelihood of being admitted/accepted, if the number 

of idle channel slots (𝜃𝑠𝑢 ) available is greater than or 

equal to the summation (∑ 𝜃𝑚  
𝑉𝑚
𝑖=1 ) of the channel slot 

required by the 𝑉𝑏 , i.e.  if 𝜃𝑠𝑢 ≥ ∑ 𝜃𝑚𝑖  
𝑉𝑚
𝑖=1 , ∀ 𝑧(𝜙) <

𝑀 ∗ 𝑆 as in equation (6) 

[
𝜃𝑚𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠 

Otherwise, it is blocked which denotes NOT accepted 

i.e. if 𝜃𝑠𝑢 < ∑ 𝜃𝑚𝑖  
𝑉𝑚
𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝜃𝑚𝑖  as in 

equation (7) 

 

No FT occurs in this event i.e. FT = 0 (PU absent) FT = 0 
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(b)       The forced termination probability, 𝑃𝑓𝑡
𝑛  

 

The forced termination occurs whenever an ongoing SU service is interrupted by a PU arrival. Th is is regardless of the 

wireless channel state and the SU, which cannot hands -off to  idle channels. In th is work, FT probability denotes the total FT 

rate divided by the total admitted/accepted SU rate. It can be expressed as 

𝑃𝑓𝑡
𝑛 =

𝑇𝑜𝑡𝑎𝑙 𝑆𝑈 𝐹𝑇 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒

 𝑆𝑈 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠 (𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐𝑜𝑚𝑚𝑒𝑛𝑠𝑒𝑑 𝑆𝑈 𝑠𝑒𝑟𝑣𝑖𝑐𝑒)
  (16) 

However, SU connections rate/rate of commenced SU service indicates that admittance has been granted. This can be 

expressed as  (1 − 𝑃𝑏
𝑛)𝜆𝑠. Hence,   

𝑃𝑓𝑡
𝑔 = [𝜆𝑝 ∑

𝜃𝑔𝑉𝑔
𝑍(𝜙) − 𝜔

 𝜋(𝜙)

𝜙∈ ᶑ,

] (1 − 𝑃𝑏
𝑔)𝜆𝑠⁄ =

𝜆𝑝

(1 − 𝑃𝑏
𝑔)𝜆𝑠

[∑
𝜃𝑔𝑉𝑔

𝑧(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ,

] ,  𝜃𝑠𝑢 <∑𝜃𝑔𝑖

𝑉𝑔

𝑖=1

 , 𝑀 ∗ 𝑆 = 𝑧(𝜙) (17) 

where 𝑃𝑓𝑡
𝑔

is the FT probability when the wireless link is in good state. 

𝑃𝑓𝑡
𝑚 = [𝜆𝑝∑

𝜃𝑚𝑉𝑚
𝑧(𝜙) −𝜔

 𝜋(𝜙)

𝜙∈ ᶑ

] (1 − 𝑃𝑏
𝑚)𝜆𝑠⁄ =

𝜆𝑝

(1 −𝑃𝑏
𝑚)𝜆𝑠

[∑
𝜃𝑚𝑉𝑚

𝑍(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 <∑𝜃𝑚𝑖

𝑉𝑚

𝑖=1

,𝑀 ∗ 𝑆 = 𝑧(𝜙) (18) 

where 𝑃𝑓𝑡
𝑚 is the FT probability when the wireless link is in moderate state. 

𝑃𝑓𝑡
𝑏 = [𝜆𝑝∑

𝜃𝑏𝑉𝑏
𝑧(𝜙) − 𝜔

 𝜋(𝜙)

𝜙∈ ᶑ

] (1 − 𝑃𝑏
𝑏)𝜆𝑠⁄  =

𝜆𝑝

(1 − 𝑃𝑏
𝑏)𝜆𝑠

[∑
𝜃𝑏𝑉𝑏

𝑧(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 <∑𝜃𝑏𝑖

𝑉𝑏

𝑖=1

 ,𝑀 ∗ 𝑆 = 𝑧(𝜙) (19) 

where 𝑃𝑓𝑡
𝑏 is the FT probability when the wireless link is in bad state 

(c)       Acceptance/Admission probability, 𝑃𝑎
𝑛  

 

The acceptance/admission probability is the probability that enough resources exist for the SU when  it  arr ives. In other 

words, the residual resources (channel-slots) after PU occupancy are greater than or equal to the resources required by the SU. 

It can be expressed as the rate of Not Blocked with respect to the wireless link.  

𝑃𝑎
𝑛 = (1 − 𝑃𝑏

𝑛)  (20) 

For each wireless link condition, it can be expressed respectively as follows  

𝑃𝑎
𝑔
= (1 − 𝑃𝑏

𝑔)  (21) 

where 𝑃𝑎
𝑔
  is the acceptance/admission probability when the wireless link is in good state. 

𝑃𝑎
𝑚 = (1 − 𝑃𝑏

𝑚)  (22) 

  𝑃𝑎
𝑚   is the acceptance/admission probability when the wireless link is in moderate state. 

𝑃𝑎
𝑏 = (1 − 𝑃𝑏

𝑏)  (23) 

(d)       Capacity, 𝜎𝑛  

The capacity of the SU is the average service rate of the SUs. This implies the average number of SU complet ion per time. 

However, in this work, the capacity varies from one wireless condition to another since the number of channel slots assembled  

by the CRBS and the number of SUs in a particular wireless condition varies. For simplicity, it can be expressed as  

𝜎𝑛 = ∑  𝜇𝑠
𝑛𝜃𝑛  𝑉𝑛

𝜙∈ᶑ

𝜋(𝜙) (24) 

Note that the generic symbols  𝜃𝑛  and  𝑉𝑛 could not be used when representing blocking, FT and access/admission 

probability above because of their respective specificity (different criteria). Note,  𝜃𝑛 ≡  𝜃𝑔 , 𝜃𝑚  or   𝜃𝑏  and  𝑉𝑛 ≡  𝑉𝑔 , 𝑉𝑚 or 𝑉𝑏  

respectively. Also, 𝑉𝑔  , 𝑉𝑚 , 𝑉𝑏 ∈  𝑉𝑛  and  𝜃𝑛 ,𝜃𝑔 , 𝜃𝑚 , 𝜃𝑏 , 𝜃𝑛
𝑚𝑖𝑛 , 𝜃𝑛

𝑚𝑎𝑥 ∈,𝜃𝑠𝑢   
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(e)       Service rate, 𝜇𝑠
𝑛  

Service rate  𝜇𝑠
𝑛 is the capacity of the secondary network d ivided by the number of admitted SUs at a particu lar time, which 

is a function of the SNRs/modes pair. It can be expressed as,   

𝜇𝑠
𝑛 =

𝜎𝑛
 ∑  𝑉𝑛𝜙∈ᶑ 𝜋(𝜙) 

 (25) 

6.4.    CTMC Analysis for Readjustment Based Strategy. 
 

This is similar to the IBS scheme. The d ifference is that the CRBS adjusts between the minimum and maximum number 

of channel slots a SU can aggregate depending on the availability of resources and the arriv al of a PU. The feasible state can be 

expressed as, ᶑ = {(𝜔, 𝑉𝑔 , 𝑉𝑚, 𝑉𝑏) ⎸𝜔 + 𝜃𝑛
𝑚𝑎𝑥  𝑉𝑛 < 𝑀 ∗ 𝑆} ∪ {𝑧(𝜙) = 𝑀 ∗ 𝑆} 

6.5.    Performance Measures for RBS 
 

In the RBS, the performance measures applied have similar procedures like the IBS. The State transitions are summarized 

in Table 3. The derivations are based on the premise of [6-7]. However, there are some variat ions due to the flexibility of the 

RBS scheme when PU arrives. This makes the performance measures different. 

(a)      The Blocking Probability, ∗ 𝑃𝑏
𝑛 

The blocking ∗ 𝑃𝑏
𝑛  is expressed as 

 ∗ 𝑃𝑏
𝑛 =

𝑇𝑜𝑡𝑎𝑙  𝑆𝑈 𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒  

 𝑆𝑈 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒
  

(26) 

∗ 𝑃𝑏
𝑔
= [∑

  𝜃𝑔
𝑚𝑖𝑛𝑉𝑔

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] 𝜆𝑠⁄ =
1

𝜆𝑠
[∑

  𝜃𝑔
𝑚𝑖𝑛𝑉𝑔

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 ≤ ∑   𝜃𝑔𝑖
𝑚𝑖𝑛  ,

𝑉𝑔

𝑖 =1

 𝑀 ∗ 𝑆 − 𝑧(𝜙) <   𝜃𝑔
𝑚𝑖𝑛  (27) 

where 𝑃𝑏
𝑔

is the blocking probability in good wireless link.  Note that the symbol ∗(asterisk) is used to differentiate the RBS 

metrics from the IBS and is not a multiplication or convolution. 

∗ 𝑃𝑏
𝑚 = [∑

  𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] 𝜆𝑠⁄  =
1

𝜆𝑠
[∑

  𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 ≤∑   𝜃𝑚𝑖
𝑚𝑖𝑛  ,

𝑉𝑚

𝑖 =1

 𝑀 ∗ 𝑆 − 𝑧(𝜙) <   𝜃𝑚
𝑚𝑖𝑛  (28) 

where ∗ 𝑃𝑏
𝑚  is the blocking probability when the wireless link is in moderate wireless link. 

∗ 𝑃𝑏
𝑏 = [∑

  𝜃𝑏
𝑚𝑖𝑛𝑉𝑏

𝑍(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] 𝜆𝑠⁄ =
1

𝜆𝑠
[∑

  𝜃𝑏
𝑚𝑖𝑛𝑉𝑏

𝑍(𝜙)
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 ≤ ∑   𝜃𝑏𝑖
𝑚𝑖𝑛  ,

𝑉𝑏

𝑖 =1

 𝑀 ∗ 𝑆 − 𝑍(𝜙) <   𝜃𝑏
𝑚𝑖𝑛  (29) 

where ∗ 𝑃𝑏
𝑏  is the blocking probability when the wireless link is in bad wireless link. 

(b)      The forced termination probability,  ∗ 𝑃𝑓𝑡
𝑛  

With similar definition, it can be expressed as  

∗ 𝑃𝑓𝑡
𝑔 = [𝜆𝑝∑

  𝜃𝑔
𝑚𝑖𝑛𝑉𝑔

𝑍(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] (1 − 𝑃𝑏
𝑔)𝜆𝑠⁄ =

1

(1 − 𝑃𝑏
𝑔
)𝜆𝑠

[𝜆𝑝∑
  𝜃𝑔
𝑚𝑖𝑛𝑉𝑔

𝑍(𝜙) −𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 <∑  𝜃𝑔𝑖
𝑚𝑖𝑛,

𝑉𝑔

𝑖=1

 𝑀 ∗ 𝑆 = 𝑍(𝜙)  (30) 

where ∗ 𝑃𝑓𝑡
𝑔

is the FT probability when the wireless link is in good wireless link 

∗ 𝑃𝑓𝑡
𝑚 = [𝜆𝑝∑

  𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙) −𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] (1 −𝑃𝑏
𝑚)𝜆𝑠⁄ =

1

(1 −𝑃𝑏
𝑚)𝜆𝑠

[𝜆𝑝∑
  𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 <∑  𝜃𝑚𝑖
𝑚𝑖𝑛,

𝑉𝑚

𝑖=1

 𝑀 ∗ 𝑆 = 𝑧(𝜙)  (31) 

where ∗ 𝑃𝑓𝑡
𝑚 is the FT probability when the wireless link is in moderate wireless link 

∗ 𝑃𝑓𝑡
𝑏 = [𝜆𝑝∑

  𝜃𝑏
𝑚𝑖𝑛𝑉𝑏

𝑧(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] (1 − 𝑃𝑏
𝑏)𝜆𝑠⁄ ==

1

(1 −𝑃𝑏
𝑏)𝜆𝑠

[𝜆𝑝∑
  𝜃𝑏
𝑚𝑖𝑛𝑉𝑏

𝑧(𝜙) − 𝜔
 𝜋(𝜙)

𝜙∈ ᶑ

] ,  𝜃𝑠𝑢 <∑  𝜃𝑏𝑖
𝑚𝑖𝑛,

𝑉𝑏

𝑖=1

 𝑀 ∗ 𝑆 = 𝑧(𝜙)  (32) 

where ∗ 𝑃𝑓𝑡
𝑏 is the FT probability when the wireless link is in bad wireless link 
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(c)      Acceptance/Admission probability, ∗ 𝑃𝑎
𝑛  

 

As stated in the IBS scheme, the acceptance/admission probability is given as 

∗ 𝑃𝑎
𝑛 = (1 − 𝑃𝑏

𝑛)  (33) 

For each wireless link condition, it can be expressed respectively as follows  

∗ 𝑃𝑎
𝑔
= (1 − 𝑃𝑏

𝑔)  (34) 

where 𝑃𝑎
𝑔  is the acceptance/admission probability when the wireless link is in good condition. 

∗ 𝑃𝑎
𝑚 = (1 − 𝑃𝑏

𝑚)  (35) 

where ∗ 𝑃𝑎
𝑚   is the acceptance/admission probability when the wireless link is in moderate condition. 

∗ 𝑃𝑎
𝑏 = (1 − 𝑃𝑏

𝑏)  (36) 

where 𝑃𝑎
𝑏   is the acceptance/admission probability when the wireless link is in bad condition. 

(d)      Capacity, ∗ 𝜎𝑛  

The capacity of the SU is the average service rate of the SUs i.e., the average number of SUs serviced completed per unit 

time [28]. It can be expressed as  

∗ 𝜎𝑛 = ∑ ∑   ∗ 𝜇𝑠
𝑛𝜃𝑛𝑖
𝑚𝑖𝑛𝜋(𝜙)

𝑉𝑛

𝑖=1
𝜙∈ ᶑ,

 (37) 

(e)      Service rate, ∗ 𝜇𝑠
𝑛  

Service rate  𝜇𝑠 is the capacity of the secondary network d ivided by the number of admitted SUs at a particu lar time, which 

is a function of the SNRs/modes pair. It can be expressed as 

∗ 𝜇𝑠
𝑛 =

∗𝜎𝑛

 ∑  𝑉𝑛𝜙∈ᶑ 𝜋(𝜙) 
  (38) 

Table 3 Transition state table for the RBS Strategies (𝜔, 𝜃𝑠𝑢 , 𝜃𝑛
𝑚𝑖𝑛 , 𝜃𝑛

𝑚𝑎𝑥  ) 
No. Present State Next state Possible State Events Transition Rate 

(1) 

(𝜔,𝑉𝑔 , 𝑉𝑚, 𝑉𝑏) 

(𝜔 −1,𝑉𝑔 , 𝑉𝑚, 𝑉𝑏) PU departs from the system  𝜇𝑝𝜔 

(2) 
(𝑉𝑔 − 1,𝑉𝑚+1,𝑉𝑏) 

(external) 

SU in good state with minimum/maximum number of channel slots 

(𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) departs from the system after service completion 

𝜃𝑚
𝑚𝑖𝑛 𝜇𝑠𝑉𝑔  

𝜃𝑚
𝑚𝑎𝑥𝜇𝑠𝑉𝑔  

(3) 
(𝑉𝑔 − 1,𝑉𝑚+1,𝑉𝑏) 

(internal) 

SU with minimum/maximum number of channel slots (𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) 
transits from good to moderate state. 

[
𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠       

 [
𝜃𝑚
𝑚𝑎𝑥𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠 

SU in bad state with a minimum number of channel slots (𝜃𝑛
𝑚𝑖𝑛 ) uses 

the released channel slots to achieve upper bound  (𝜃𝑛
𝑚𝑎𝑥) 

[𝜃𝑚
𝑚𝑖𝑛𝜇𝑠𝑉𝑏] 

SU in bad state depart from after service completion. [𝜃𝑚
𝑚𝑎𝑥𝜇𝑠𝑉𝑚] 

SU in bad state FT due to PU arrival. [
𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙) − 𝜔
] 𝜆𝑝 

(4) 
(𝑉𝑔+ 1,𝑉𝑚, 𝑉𝑏) 

(external) 

SU arrives into the system in good state with the likelihood of being 

admitted/accepted, if the number of idle channel slots (𝜃𝑠𝑢 ) available 

is greater than or equal to the summation (∑ 𝜃𝑔𝑖
𝑚𝑖𝑛  

𝑉𝑔
𝑖=1

) of the channel 

slots required by the 𝑉𝑔.  i.e.  If 𝜃𝑠𝑢 ≥ ∑ 𝜃𝑔𝑖
𝑚𝑖𝑛  

𝑉𝑔
𝑖=1

, ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆 
[
𝜃𝑔
𝑚𝑖𝑛𝑉𝑔

𝑧(𝜙)
] 𝜆𝑠 

Otherwise, it is blocked which denotes NOT accepted i.e. if 𝜃𝑠𝑢 <

∑ 𝜃𝑔𝑖
𝑚𝑖𝑛  

𝑉𝑔
𝑖=1

, ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝜃𝑔
𝑚𝑖𝑛  

(5) 
(𝑉𝑔 + 1,𝑉𝑚−1,𝑉𝑏) 

(internal) 

SU AR. The SU in bad state with the maximum number of channel slots 

(𝜃𝑛
𝑚𝑎𝑥) donates to newly arrived service. 

[
𝜃𝑏
𝑚𝑎𝑥 𝑉𝑏

𝑧(𝜙)
] 𝜆𝑠 

No FT occurred in this event  i.e. FT = 0 FT = 0 

SU with minimum/maximum number of channel slot (𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) 
transits from moderate to good. 

Same as in (3) 

SU in good state with minimum number of channel slots (𝜃𝑛
𝑚𝑖𝑛 ) uses 

the released channel slots to achieve upper bound  (𝜃𝑛
𝑚𝑎𝑥) 

[𝜃𝑔
𝑚𝑖𝑛𝜇𝑠𝑉𝑔] 

SU in good state departs from system after service completion. [𝜃𝑔
𝑚𝑎𝑥𝜇𝑠𝑉𝑔] 

SU in good state FT due to PU arrival. [
𝜃𝑔
𝑚𝑖𝑛𝑉𝑔

𝑧(𝜙) −𝜔
]𝜆𝑝 
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Table 3 Transition state table for the RBS Strategies (𝜔, 𝜃𝑠𝑢 , 𝜃𝑛
𝑚𝑖𝑛 , 𝜃𝑛

𝑚𝑎𝑥  ) (continued) 

7.    Numerical Results and Discussions 

In this section, the numerical results based on our analysis and  simulation, are presented to evaluate the system 

performance. Unlike literature which assumed a homogeneous channel condition (SNR) for SUs. In this work, the varying 

nature of the wireless link is considered with AMC which makes it heterogeneous and more  realistic. MATLAB tool was used 

to run the simulations for each of the strategies. Moreover, we adopted parameters of [6 -7], [9], [20], and 100 realized are 

averaged to obtain the final result from106  iterations . However, the scenarios and concept differ slightly. 𝜆𝑝 = 0.5, 𝜆𝑠 =

1.5,   𝜇𝑝 = 0.5, ∗  𝜇𝑠𝑢 = 𝜇𝑠𝑢 = 0.82, 𝜔 ≤ 6,  ∗ 𝑃𝑎
𝑛 = 0.5,  ∗ 𝑃𝑏

𝑛 ≤ 0.25,  𝑃𝑏
𝑛 ≤ 0.25,  𝑃𝑓𝑡

𝑛, ≤ 0.15 ,  ∗ 𝑃𝑓𝑡
𝑛, ≤ 0.15,   𝑉𝑔 = 6,   𝑉𝑚 = 3,

𝑉𝑏 = 2,SNR = 15 −3OdB,𝜃𝑛
𝑚𝑖𝑛 = 2, 𝜃𝑛

𝑚𝑎𝑥 = 6,  𝜃𝑛 = 3,𝑀 ≥ 6.  Fig. 6 shows SU b locking probability for the two strategies at 

different wireless link (channel conditions), since we considered the varying nature of a wireless link. For each strategy, 

different channel conditions have different blocking probabilit ies. However, comparing the strategies of the RBS with the IBS 

No. Present State Next state Possible State Events Transition Rate 

(6) 

 

(𝑉𝑔, 𝑉𝑚, 𝑉𝑏 −1) 

(external) 

SU in bad state with minimum/maximum number of channel slots 

(𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) departs from the system after service completion 
(releases the channel slot). 

[𝜃𝑏
𝑚𝑖𝑛𝜇𝑠𝑉𝑏] 

[𝜃𝑏
𝑚𝑎𝑥𝜇𝑠𝑉𝑏 ] 

(7) 
(𝑉𝑔, 𝑉𝑚+1, 𝑉𝑏− 1) 

(internal) 

SU with minimum/maximum number of channel slot (𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) 

transits from bad to moderate state. 

[
𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠       

 [
𝜃𝑚
𝑚𝑎𝑥𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠 

The SU in  moderate state with minimum number of channel slots 

(𝜃𝑛
𝑚𝑖𝑛 ) uses the released channel slots to achieve upper bound  (𝜃𝑛

𝑚𝑎𝑥) 
[𝜃𝑚
𝑚𝑖𝑛𝜇𝑠𝑉𝑏] 

SU in moderate state departs from the system after service completion. [𝜃𝑚
𝑚𝑎𝑥𝜇𝑠𝑉𝑚] 

SU in bad state FT due to PU arrival. [
𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙) −𝜔
]𝜆𝑝 

(8) 
(𝑉𝑔 , 𝑉𝑚 , 𝑉𝑏 + 1) 

(external) 

SU arrives into the system in bad state with the likelihood of being 

admitted/accepted, if the number of idle channel slots (𝜃𝑠𝑢 ) available 

is greater than or equal to the summation (∑ 𝜃𝑏
𝑚𝑖𝑛  

𝑉𝑏
𝑖=1 ) of the channel 

slots required by the 𝑉𝑏.  i.e.  If 𝜃𝑠𝑢 ≥ ∑ 𝜃𝑏𝑖
𝑚𝑖𝑛  𝑉𝑏

𝑖=1 , ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆 
[
𝜃𝑏
𝑚𝑖𝑛𝑉𝑏
𝑧(𝜙)

] 

Otherwise, it is blocked which denotes NOT accepted i.e. if 𝜃𝑠𝑢 <

∑ 𝜃𝑏𝑖
𝑚𝑖𝑛  𝑉𝑏

𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝜃𝑏
𝑚𝑖𝑛 

SU AR. The SU in bad state with the maximum number of channel slots 

(𝜃𝑛
𝑚𝑎𝑥) donates to the newly arrived service. 

[
𝜃𝑏
𝑚𝑎𝑥𝑉𝑏
𝑧(𝜙)

]𝜆𝑠 

No FT occurred in this event,  i.e. FT = 0 FT = 0 

(9) 

 

(𝑉𝑔 , 𝑉𝑚 − 1, 𝑉𝑏
+1) 

(internal) 

SU with minimum/maximum number of channel slot (𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) 

transits from moderate to bad state. 

[
𝜃𝑏
𝑚𝑖𝑛𝑉𝑏

𝑧(𝜙)
] 𝜆𝑠 

[
𝜃𝑏
𝑚𝑎𝑥𝑉𝑏

𝑧(𝜙)
] 𝜆𝑠 

SU in bad state with minimum number of channel slot (𝜃𝑛
𝑚𝑖𝑛 ) uses the 

released channel slots to achieve upper bound  (𝜃𝑛
𝑚𝑎𝑥) 

[𝜃𝑏
𝑚𝑖𝑛𝜇𝑠𝑉𝑏] 

SU in bad state departs from the system after service completion. [𝜃𝑏
𝑚𝑎𝑥𝜇𝑠𝑉𝑏 ] 

SU in bad state FT due to PU arrival. [
𝜃𝑏
𝑚𝑖𝑛𝑉𝑏

𝑧(𝜙) − 𝜔
] 𝜆𝑝 

(10) 
(𝑉𝑔 , 𝑉𝑚 − 1,   𝑉𝑏) 

(external) 

SU in moderate state with minimum/maximum number of channel slots 

(𝜃𝑛
𝑚𝑖𝑛/𝜃𝑛

𝑚𝑎𝑥) state departs from the system after service completion 

(releases the channel slots). 

[𝜃𝑚
𝑚𝑖𝑛𝜇𝑠𝑉𝑚] 

[𝜃𝑚
𝑚𝑎𝑥𝜇𝑠𝑉𝑚] 

(11) 
(𝑉𝑔 , 𝑉𝑚 + 1, 𝑉𝑏) 

(external) 

The SU arrives into the system in moderate state with the likelihood of 

being admitted/accepted, if the number of idle channel slots (𝜃𝑠𝑢) 

available is greater than or equal to the summation (∑ 𝜃𝑚
𝑚𝑖𝑛 𝑉𝑚

𝑖=1 ) of the 

channel slots required by the Vb.  i.e.  If 𝜃𝑠𝑢 ≥ ∑ 𝜃𝑚𝑖
𝑚𝑖𝑛 𝑉𝑚

𝑖=1 , , ∀ 𝑧(𝜙) <

𝑀 ∗ 𝑆 

[
𝜃𝑚
𝑚𝑖𝑛𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠 

Otherwise, it is blocked which denotes NOT accepted i.e. if 𝜃𝑠𝑢 <
∑ 𝜃𝑚𝑖

𝑚𝑖𝑛  
𝑉𝑚
𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝜃𝑚

𝑚𝑖𝑛 

SU AR. The SU in moderate state with the maximum number of 

channel slots (𝜃𝑛
𝑚𝑎𝑥) donates to newly arrived service. 

[
𝜃𝑚
𝑚𝑎𝑥𝑉𝑚

𝑧(𝜙)
] 𝜆𝑠 
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strategies, one can argue that there is a significant improvement of the RBS scheme over the IBS due to its flexib ility. The RBS 

scheme outperformed the IBS scheme in terms of blocking probability. As the service rate 𝜇𝑠𝑢  of the SUs improves as a result 

of good wireless link, the blocking probabilities decreases since more SUs will be served. In all scenarios (good, moderate a nd 

bad wireless links) assumed, RBS strategy has a lower blocking probability as compared to IBS. 

  
Fig. 6 SU blocking probability 𝑃𝑏

𝑛 vs 𝜇𝑠𝑢  Fig. 7 SU blocking probability 𝑃𝑏
𝑛 vs PU arrival 𝜆𝑝 

In Fig. 7, the b locking probability rises sharply initially  as 𝜆𝑝 arrive. Th is is due to traffic load to the PU network “batch 

arrival of PUs”. Th is significantly affects the SU service since most channels would be occupied by the PUs, hence access 

would be denied. However, at each of the wireless link conditions, the  RBS shows better improvement (lower blocking 

probability) than the IBS for the reason stated previously (adaptability). The relationship between Fig s. 7 and 9 is that when the 

PU arrival rate is zero, the b locking probability would be zero. Hence, the access/admission would be at the highest point 

(approximately 1) since no PU is interrupting the SU ongoing services. However, as the PU gradually arrives, the blocking 

probability begins to grow and access start dropping. In Fig . 7, at  PU arrival rate is 0 (PU absent) i.e. 𝑃𝑏
𝑛  = 0, access 

probability in Fig. 9 would be 1. Also, at PU arrival of 0.8,  𝑃𝑏
𝑛  = 0.7 while 𝑃𝑎

𝑛  = 0.3 with correlate and reaffirm the equation 

𝑃𝑎
𝑛   = 1 − 𝑃𝑏

𝑛  . 

In Fig. 8, PU arrival and departure have a significant effect on the behaviour of the SUs in terms of when to assemble 

channel slots and when to drop already assembled channels. When PUs arrive in batches or individually, an ongoing SU must 

be forced to terminate its transmission if id le channels does not exist elsewhere within the network. Likewise, when an SU 

arrives and enough channels exist, it is serviced and as such, the probabilities to force terminate these SU will drop. Moreo ver, 

in all of these scenarios, the RBS appears as a better strategy than the IBS in all wireless links due to its adaptability.  

 

 

Fig. 8 SU forced termination probability 𝑃𝑓𝑡
𝑛  vs 𝜆𝑝 Fig. 9 SU Access/Admission Probability 𝑃𝑎

𝑛  vs 𝜆𝑝 
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 Fig. 9 demonstrates that in the event of batch arrivals of PUs, the SUs will experience impediments in gaining 

access/admission into the spectrum. This is because very few slots or no slot will be available for the SUs to use and as suc h, 

once the number o f availab le slots is not enough based on the requirements, access will be b locked. Similarly, when PU departs 

more channels slots are made available for the SUs. However, the RBS still showed better performance as compared to the IBS 

in all the cases investigated due to adaptability with respect to PU arrival. 

  
Fig. 10 SU Capacity  𝜎𝑛  vs PU arrival rate, 𝜆𝑝 Fig. 11 SU Capacity  𝜎𝑛  vs SU service rate, 𝜇𝑠𝑢  

  
Fig. 12 SU Capacity  𝜎𝑛  vs SNR, 𝛾 Fig. 13 SU System capacity  𝜎𝑛  vs Number of admitted SU, 𝑉 

 
Fig. 14 SU Capacity (Flow per Unit time)  𝜎𝑛  vs SU arrival rate 𝜆𝑆 

In Fig. 10, our result clearly  shows that the capacity (average service rate of the SUs, i.e. the average number of SU 

complet ions per time) was at the highest when the PUs were absent from the spectrum and as such, the SUs maximized the 

resources by assembling more channel-slots with high completion time irrespective of the wireless link condition and the strategies 
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(RBS or IBS) used by the SU. However, for each of the scenarios (good, moderate and bad) the RBS shows its robustness over 

the IBS when the PU begins to arrive into the spectrum. In an event of batch arrivals o f PUs, the SUs will experience a decrease 

in capacity because very few channel-slots will be available for the SUs to use and as such, very little will be assembled by the 

SU. Similarly, capacity will improve as PU departs and more channels -slots are made available for SUs to use. Unlike in Fig. 

10 where the capacity decreases as a result of the PU’s arrival, in  Fig.  11, it is the opposite. The capacity grows due to lesser traffic 

from the PU network activities hence; the SUs have the opportunity to complete their transmission without much interruption from the 

PUs. Both strategies experience significant improvement at different wireless link conditions. However, in the case of the RBS, due to 

its capability to aggregate more channel-slots as long as it has not reached the upper bound, it will continuously assemble channels. This 

makes the service completion rate higher than the IBS which assembles a fixed number of channel slots.  

Most literatures [6-7,18], assumed that the SNR are homogeneous which is not always the case especially when 

investigating a dynamic wireless link. The result in Fig. 12 has shown that each wireless condition has different capacities. For 

example, the capacity of a SU when the SNR is in a good state is different from the capacity when the SNR is in a bad or 

moderate condition respectively. Also, the incorporation of AMC makes it obvious that the capacity of the RBS a nd IBS will 

improve as the SNR increases. The flexib ility together with AMC accounts for the reason why the RBS and outperforms the 

IBS some point. Note the RBS is designed for non-real-time SUs and IBS for real-time SU. This implies that the IBS 

aggregates fixed number of channel slots just as real-t ime SU (e.g. calls or v ideo conferencing) requires fixed  number of 

resources. The RBS scheme aggregates a variab le number of channel-slot just as non-real t ime SU (e.g. file  downloading or 

browsing) do not have specific requirements.  Therefore, it possible that at that particular SNR, enough channel slot exists in 

the system and because the IBS quickly  aggregate its fixed  number of channels, it  slightly outperformed  the RBSat  some point.  

However, as the SNR becomes better the adaptive features of the RBS come into play and it begins to show its edge over the 

IBS.  

In Fig. 13, when access/admission has been granted to the SU based on the criteria mentioned earlier, the SU then 

aggregates channel slots. The SU sys tem capacity grows because it is the product of the number of admitted SUs and the 

number of channel slots assembled. As more SUs are admitted, more channel slots are allocated and the SU network capacity 

grows, showing that more PUs have departed from their channels. However, the RBS scheme improved the SU capacity 

compared to the IBS scheme for all channel conditions. 

In Fig. 14, it is observed that SU arrival into the network has a direct link with the capacity, as shown in the results in Figs. 11, 

12, and 13, respectively. What this implies is that the more SUs arrive, the more likely they are served. Recall that the 

arrival/admission of the SU is controlled by the CRBS which has an occupancy map of the entire PU network and behaviour. 

However, the RBS has a h igher capacity compared to the IBS in the three channel conditions and can manage limited 

(insufficient) resources. 

8.   Conclusion 

This paper proposed two CAS that considered; the dynamics of a wireless link, the impact of the SNR, the diversity of the 

SU traffic classes and AMC. An analytical framework to evaluate the performance of the strategies is developed. The 

developed strategies are compared in different channel conditions. The numerical results demonstrate that the RBS scheme 

outperformed the IBS scheme in different scenarios because it showed higher access/admission probability with lower 

blocking and forced termination probabilit ies. Similarly, this results shows that AMC is a robust technique when incorporated 

into CAS. However, assembling many channels slots irrespective of the channel condition might affect PER/BER, especially 

in a dynamic wireless link. Also, the security aspect of this work against cyber-attack (spy users/malicious users) will equally 

be studied and these will form the basis of future investigations. 
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