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Abstract  

The use of variety of data fusion tools and techniques for big data processing poses the problem of the data 

and information integration called data fusion having objectives which can differ from one application to another. 

The design of network data fusion systems aimed at meeting these objectives; need to take into account of the 

necessary synergy that can result from distributed data processing within the data networks and data centres, 

involving increased computation and communication. This papers reports on how this processing distribution is 

functionally structured as configurable integrated web-based support services, in the context of an ad-hoc wireless 

sensor network used for sensing and tracking, in the context of distributed detection based on complete 

observations to support real rime decision making. The interrelated functional and hardware RFID-WSN 

integration is an essential aspect of the data fusion framework that focuses on multi-sensor collaboration as an 

innovative approach to extend the heterogeneity of the devices and sensor nodes of ad-hoc networks generating a 

huge amount of heterogeneous soft and hard raw data. The deployment and configuration of these networks 

require data fusion processing that includes network and service management and enhances the performance and 

reliability of networks data fusion support systems providing intelligent capabilities for real-time control access 

and fire detection. 

Keywords: data fusion, RFID-WSN integration, intelligent agents, dynamic multi-agent systems. 

 

1. Introduction 

Advances in telecommunications and information technologies, and their integration have enabled distributed sensing 

and tracking to solve a wide range of context aware environment problems that have common characteristics. Innovative 

fusion solutions for distributed detection that includes sensing and tracking, and inferring decision making have been 

designed in the light of  new hardware and software developments supported by distributed networks data fusion support 

systems. These developments are based on the integration of a panoply of technologies which includes WSN, RFID, smart 

detectors, intelligent agents, web-based services, multi-agents distributed architectures, and hybrid intelligent decision 

support systems to translate sensing and  identification, and tracking  activities into web-based services [1]. Their 

implementation requires the support of multi-sensor data fusion functions for the capture of real time context environment 

data. These functions use methods and techniques developed in different areas such as artificial intelligence, neural networks, 

pattern recognition and statistical estimation. 

                                                           
*Corresponding author. E-mail address: falah88@hotmail.com 
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Problems inherent to the capture of real time context environment data have been addressed as sensor models and multi-

sensor integration few decades ago [2]. The potential of sensor fusion has been examined in the context of innovative 

network architecture [3], and particularly in the context of data fusion in decentralized sensing networks [4], developing the 

concept of sensor collaboration [5] towards real-time information processing of sensor network data [6] that involves sensor 

node generic design and configuration [7], network configuration, deployment, planning, and management [8]. The 

configuration of these sensor networks has received a huge interest from researchers and practitioners to develop: 

 integrated configurations of distributed sensing networks for cooperative sensing [8] and developing a flexibility that 

allows sensing devices to self-configure for a wide  range of data fusion applications in dynamic environments [9], and 

 frameworks for the modelling of data fusion establishing several fusion decision levels [10] and decentralised mobile 

sensor coordination based on adaptive sensor nodes clustering [11] required to appropriately support a wide range of 

data gathering tasks, and various data fusion functions. 

Networks data fusion is presented in Section 2, defining data fusion and the problem, before presenting in Section 3, 

multi-sensor data fusion requiring a novel integrated fusion approach for big data, and examining data fusion requirements. 

Section 4 focuses on ad-hoc integrated RFID-WSNs data fusion support, defining generally an ad-hoc WSN architecture and 

presenting the three integration levels of RFID and WSNs, and a generic sensor node data fusion design implementation. 

Finally, a functional web-based service framework for data fusion solutions is proposed in Section 5 before presenting the 

conclusions and future work. 

2. Networks data fusion  

The main problem in networks data fusion is the shift from conventional detection relying on centralised incomplete 

observations processed at a central processor, to distributed detection based on complete observations processed by 

distributed processors created inside and outside the networks. These distributed processors form a distributed architecture 

that links several fusion centres in a detection network topology that supports in real time, a cooperative fusion processing 

and integrated decision making activities that extend data fusion to information fusion and knowledge discovery and 

extraction.   

2.1 Data fusion 

Data fusion translate raw sensor data into information required by domain context applications to discover the situation 

context and efficiently disseminate contextual information describing the situation, and support real-time decision making. It 

is an ongoing process that uses various methods, techniques and algorithms to combine different types of context aware data 

from distributed sources in networks and elsewhere, to perform inferences and drawing conclusions about the environment, 

in the same way humans develop their abilities to infer about what they observe and feel. The nature of the data combination 

depends greatly on: 

 the type of application, situation and domain context, 

 the different features generated  from the analysis of the situation describing the interaction of objects identified by 

knowledge elements , and 

 the level of fusion processing: object, situation and impact assessment, and process and cognitive refinement[12].  

Data fusion support plays a key role when designing integrated solutions based on the use of ad-hoc WSNs supported 

by intelligent sensor-based systems. In these systems, data multi-sensor fusion integrates the collection of different types of 

data also called signatures, from different sources to observe a dynamic behaviour of a knowledge entity to identify fusion 

events in the context of distributed detection involving three main iterative functions: surveillance, intelligence and 
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communications. A device may have different types of signature that reflect several situations analysed to determine the 

associated behaviour. 

2.2 Problem definition 

Solutions for secure real-time distributed detection, access control applications and real-time inferring decision making 

are supported by a generic hardware RFID-WSN integration that is enhanced by a flexible and adaptive functional 

integration extending a hardware integration and enabling new elaborated functionalities in the domain of application. This 

study examines the complexity of network data fusion in the domain of indoor sensing and tracking with a particular focus 

on the sensors and tags heterogeneity.  

The sensors and tags heterogeneity is a major focus in this study and is concerned by the presence of heterogeneous 

nodes that have enhanced capabilities in terms of energy and communication capability, which both are required in a sensor 

network to increase the network reliability and lifetime. Heterogeneous nodes when adequately defined in the ad-hoc WSN 

can “triple the average delivery rate and provide a 5-fold increase in the lifetime (respectively) of a large battery-powered 

network of simple sensors” [13]. 

The context considered in this paper is the domain of sensing and tracking activities that are supported by real-time 

detection systems, based on the gathering from different sources of a huge amount of heterogeneous data made up of 

different types of soft and hard data provided by integrated devices containing sensors and RFID tags. These devices which 

may be of the same or different types, and have different strengths and weaknesses, are deployed simultaneously in 

distributed environments, and wirelessly connected in an ad-hoc network topology. Their concurrent operating enhances 

their combined performance. This study examines the data fusion support for the deployment and configuration of these 

devices integrated into an ad-hoc WSN.  

2.3 Indoor sensing and tracking  

Surveillance is an activity that includes outdoor and indoor sensing and tracking, and consists of monitoring 

environmental changes and a panoply of processes showing the behaviour of entities (people, goods, species and elements of 

the natural environment) interacting over a period of time in a defined space. Rapid advances in digital and communications 

technologies have made a wide range of theoretical capabilities practical with sensing, tracking and data processing, using 

hybrid communications based on network domains and mobile IP protocols. 

The surveillance knowledge domain supports the sensing and tracking design in smart, safe, sustainable, and energy 

efficient buildings attended by people, where the determination of environmental conditions and presence in physical 

locations is a central problem in location-aware computing. This knowledge domain is analysed in the light of advanced 

technological hardware and software developments integrating WSNs and RFID, and their configuration and deployment. 

The case study developed in this research uses a symbolic location related to the virtual layout chosen to represent the indoor 

sensing premises. The symbolic location is based on absolute location systems which use coordinating system for locating, 

meeting the precision and accuracy of localisation requirements. 

3. Multi-sensor data fusion 

Multi-sensor systems generate data fusion that requires a novel integrated fusion approach for big data to solve multi-

sensor data fusion problems that include raw data sensitivity, data fusion modelling, and fusion requirements. 

3.1 Novel integrated fusion approach for big data  

The data fusion approach takes into account the necessary decoupling of the service-based data applications processing 

from the raw data collection. The generic nature of data processing in the domain context applications consists of inferring 
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decision making. This requires the elaboration of predictive distributions on data marts extracted in the context of data 

warehousing by selecting and estimating distinct collections of multidimensional discrete or continuous variables of interest 

in the domain context. This approach is also based on the integration of the real-time context aware data collected, in a 

forward modelling approach to evaluate, simulate and validate a wide range of plausible models related to the representation 

of the domain context entities, their behaviour and interactions. 

3.2 Multi-sensor data fusion problems 

The domain context examined in this research includes sensors and tags status and measurement accuracy, sensor nodes 

connectivity, location model, fire model, evacuation model, and other models. Data integration from multiple sources by the 

means of sensors and tags requires integrating new data expressed in different forms into historical, temporal and spatial 

contexts. The technical design of sensors, tags and sensor nodes, and the enhancement of their capabilities have a huge data 

impact on the specifications for their accuracy and the quality of their metrics. 

3.2.1  Raw data sensitivity 

        The multi-sensor data fusion approach above detailed, includes the evaluation of the raw data sensitivity required to: 

 Constraint the several models above mentioned, 

 Reduce the data measurement errors,  

 Increase the location accuracy, and  

 Solve multi-sensor data fusion inherent problems.  

3.2.2  Data fusion models 

       Multi-sensor data fusion problems are solved by context-aware computing large scale systems which rely on the use of 

location (symbolic or geometric) and logic-based models to: 

 Discover and take advantage of contextual information and sensing context changes,  

 Support both passive and active context awareness, and context triggered actions, and  

 Enable an automatic contextual reconfiguration. 

The nature of these large scale systems is hybrid in the sense that the fusion decision levels involve for the elaboration 

of intelligence information, different types of fusion, varying from a smart device to a software agent, all based on one or 

several models, interacting within a distributed framework. 

3.2.3 Multi-sensor data fusion requirements: 

The main multi-sensor data fusion requirements of for the design of these systems are: 

 Group shared multi-level fusion activity by different fusion centres, considering the limited communication between 

sensor nodes, and the difficult balance ensuring a rational power supply and consumption while maintaining both an 

adequate desired coverage and connectivity in distributed ad-hoc wireless sensor networks. 

 Different sensors and tags observing one or several common problems considering the context sensed in which the 

results of the different sensing and tracking tasks can conflict with each other, creating ambiguity in the data aggregation 

processes to perform and the data to store. 

 Ad-hoc integrated WSN-RFID networks integrate three levels of sensor intelligence (fixed actions, actions adapted and 

data integration with work adjustment) which may be used in three different environments (designed world, real world 

and hostile world), facing variations of  the detection network (depending of the different dynamic sensor node 
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configurations that might impose new fusion processing constraints) requiring the integration of the generated 

heterogeneous raw data representing different levels of data fusion. 

 Distributed fusion poses the complexity of supporting a detection network topology due to the variations of the parallel 

fusion network when global inference in the form of feedback from distributed fusion centres is needed, and combined 

decision making involving individual sensor nodes that can use specific decision criteria depending on the tasks they 

perform, is needed. 

Multi-sensor data fusion processing is very domain context dependant, and its design is constructed around the data 

network technical spectrum that includes in the context of real-time detection, false alarms from sensor nodes, dead sensors 

or tags, disconnected nodes, and also hostile actions resulting from intrusion events and other network treats. These events 

can be problematic for the network, persistent, and preponderant in nature and importance.    

4. Ad-Hoc Integrated RFID-WSNs data fusion support 

        The research work presented in this paper takes into account the fact that integrating WSN and RFID technologies can 

be a complex design process, mainly when supporting  real-time applications, which involves both hardware and software 

integration. The study has examined severe constraints imposed on the sensing, storage, processing, and communication 

features of the sensor nodes, in the context of designing a flexible and adaptive ad-hoc WSNs configuration solution based 

on the use of hybrid intelligent web-based support systems. The reconfiguration of WSNs which aims at enhance the 

network deployment and increase its performance, is needed when the sensor nodes may become faulty due to improper 

hardware functioning and/or lack energy supply (dead or low battery power).  

4.1 Ad-hoc WSN architecture 

       The proposed Ad-hoc WSN architecture includes homogeneous and heterogeneous devices wirelessly connected. Due 

to the devices differences, their integration requires a high-level of data modularity and adaptability in the distributed multi-

agent system architecture. Homogeneous devices are smart fire detectors composed of a several sensor and nodes as 

developed in the hardware integration description of the next section. Heterogeneous devices are IP smart devices which are 

deployed to enhance the deployment of homogeneous devices. They include RFID reader, IP Camera, Sprinkler, Message 

and Sign Displayer, Opening and Closing controller, People Counter, RFID reader, and other smart devices.  

4.2 RFID-WSN integration 

An extensive literature has been devoted to the hardware integration of RFID and WSN, and our research interest 

includes: 

 the mode of functional and hardware integrations and the resulting data fusion[14], 

 the allocation of specific tasks to RFID and WSN devices [15],  

 the classification of both RFID and WSN devices to create similarity classes of their deployment attributes[16], and  

 the use of  low-level programming knowledge to adapt successfully RFID devices to ad-hoc WSN. 

 

4.2.1  Functional integration 

The functional RFID-WSN integration adopted in the proposed study, can be configured in six different ways [17], as 

summarized in Table 1. Although a hardware solution have been proposed in the next section, to show the adaptation of the 

integrated WSN-RFID in a context aware mode for new extended sensing capabilities by integrating RFID tags and readers 

in WSN sensor nodes, the conceptual design framework developed in this study has addressed the devices interoperability. 
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Table 1 Functional RFID-WSN integration 

 
Object and/or Person Environment 

Sensing Attached Sensing Identification Localised 

WSN 1 2 4,6 5 3 

RFID 1,2,3  4,5 6  

Data fusion processing integrates the enabling of dynamic smart nodes with automatic reconfiguration information 

generated by dynamic control requirements imposed by self turning distributed multi-agent systems. Of great interest in the 

study of the RFID-WSNs integration problems, is the needed knowledge-based validation of integrated configurations when 

supporting multi-sensor heterogeneous data fusion. Heterogeneous data includes soft and hard data processed by data fusion 

techniques, prior to information and knowledge fusion. 

4.2.2  Hardware integration: 

      The Hardware configuration of the integrated RFID-WSN sensor node is based on the functional integration resulting 

from the tasks requirements of the domain applications, as illustrated in Fig. 1. 

 
Fig. 1 Hardware RFID-WSN integration 

The hardware development of the generic sensor node is not the focus of the paper. However, the proposed principles 

are to be considered in real world implementation: 

 An RFID node is integrated in the sensor node that reads data from tags attached to people or goods. 

 RFID readers placed in the read data from tags contained in fix sensors nodes. 

 RFID nodes and readers contain the required components and functions to support a communication interface (I
2
C 

interface for example) to send and receive parallel data through a serial data line (SDA) and another bus line for the 

serial clock line (SCL). These functions which include elementary commands (Initialisation, Read and Write) are pre-

programmed, can be re-programmed in the context of their configuration and deployment. 
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4.2.3  Software integration 

The communication interface I
2
C assists the embedded software supporting the generic sensor node, or the intelligent 

fusion system supporting the network to detect in real-time tag IDs, and verify their existence and status in the network 

database. The proposed integration configuration is supported by distributed generic sensor node control and database 

control functions which are performed simultaneously and integrated in the network data fusion processing. The data fusion 

process includes the monitoring and reduction of RFID reading and/or identification errors, to provide a robust way to 

effectively enhance the RFID and WSN integration. Although it has been suggested that the hardware integration needs to be 

completed before configuring and programming the generic sensor node, the network data fusion process explores at the 

maximum the sensor node hardware configurability that procures a multitude of different hardware configurations needed by 

a wide variety of distributed detection and tracking applications. Based on distributed services composing the service layout 

which is decoupled from the network data fusion processing supported by Intelligent Fusion Support Systems (IFSS), the 

system architecture shown in Fig. 2, integrates the exchange support to the middleware, coordination and communication 

software layers in the data fusion system. 

 
Fig. 2 Software integration for intelligent fusion support systems 

4.3 Generic sensor node design implementation 

Homogeneous devices which are generically designed using a knowledge-based design support are smart sensor nodes 

that are formed by grouping a variety of sensors and RFID tags, wirelessly connected in an ad-hoc network topology. An 

example of implementation is illustrated in Fig. 3. The modelling and publication of sensor data and their contexts of use 

consist of using of a data representation which is based on the sensor data being annotated with semantic metadata with the 

aim of increasing interoperability for sensors and sensing systems, and providing contextual information essential for 

situational knowledge[18] . This representation is supported by the sensor semantic network ontology (SSN), defining data 

encodings and web services to store and access sensor-related data [19]. 

4.3.1  Sensor semantic network ontology 

The SSN ontology is a solution elaborated to describe the WSN sensors, their data and their contexts of use.  This 

description allows autonomous or semi-autonomous knowledge agents associated to the deployment of these sensors to 

assist in deploying, configuring, collecting, processing, reasoning about, and acting on sensors and their observations. It 
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describes sensors in their main characteristics which include their capabilities, measurement processes, observations, and 

deployments. The sensing mission matching is a sensor domain feature which consists of breaking a monitoring mission 

down into a collection of sensing and monitoring operations, each of which is broken down further into a collection of 

distinct elementary measurement, control and coordination tasks. Each task has specific capability requirements that enable 

the accurate measurement of the feature of interest in the task. 

4.3.2  Sensor and RFID tags mission matching 

The sensor mission matching is a requirement engineering process that supports the measurement requirements and 

capabilities association, validating in a second step the selection of existing sensor nodes during the individual tasks 

composition, or suggesting the design of specific sensor nodes. The individual tasks composition results in the identification 

of a group of capabilities already present in existing sensor nodes, or these grouped capabilities are a candidate for the design 

of new sensor nodes, as illustrated in Fig. 3 and implemented in Fig. 4. 

 
Fig. 3 Sensor capability task matching 

Sensor nodes can be fixed or mobile. They are self deployed, and their sensors can be: 

 Duplicated  to enable the inclusion of a safety factor,  

 Of  different: 

 types, depending of the tasks they perform 

 configurations & sensing distances depending of the sensing requirements and their conditions of use, and 

 Active or Passive. 

Sensor nodes act independently, processing and/or transmitting the sensed data to a base station or another sensor node 

(multi-hop communication), for further processing and aggregation. Multi-hop communication is of great advantage for in-

network distributed processing. At the implementation level, a software consisted of a program module controls the 

microprocessors of the nodes, and a RFID table is created in the WSN database to record the tag IDs of devices attached to, 

or of people wearing them. 
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Fig. 4 Knowledge based support for generic sensor node design 
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4.4 Homogeneous & Heterogeneous devices location  

Homogeneous and heterogeneous devices location requires a priori planning to ensure an optimal spatial observation 

and detection coverage. In this priori planning, the node location is a unique point calculated using a localized algorithm 

based on the use of a specific knowledge procedure depending on the type of sensor node needed to perform the required 

task, such as for example: sensing for fire detection, human presence and tracking, recording a scene, and sprinkling. The 

exact node location as accurately determined by the appropriate node localization algorithm detailed in the following 

sections, enables the improvement of the data fusion performance [20]. Fig. 5 illustrates for a "fire detection and people and 

goods tracking" application, the location of the physical network devices composed of homogeneous & heterogeneous 

sensor nodes wirelessly connected. Homogeneous devices have been distributed using a hexagon geometric patterns, 

whereas heterogeneous are placed using rules of thumbs.   

 
Fig. 5 Location model for homogeneous and heterogeneous devices allocation 

4.5 Ad-hoc WSN configuration and clusterisation 

Distributed topology control is a mechanism that enables adjustment at the different level of the network in terms of 

prolonging network lifetime via power conservation and increasing network capacity using spatial bandwidth monitoring and 

reuse, ensuring reach ability between two sensor nodes within the same or different sensor node clusters. The incorporation 

of different sensors in sensor nodes forms a network of heterogeneous wireless devices and generates a data heterogenisation 

with different maximum transmission ranges subject to asymmetric wireless links. A distributed topology control algorithm 

is required to calculate the nodal reading and transmission power required for the data reading, its in-networking and 

transmission to the front-end server, in the context of creating sensor nodes clusters. Virtual clusters defined as a logical 

level of grouping sensor nodes into clusters shown in Fig. 6, enable flexibility in the WSN deployment to support more 

effectively a variety of context applications.   
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(a) Before Clusters Aggregation 

 
(b) After Clusters Aggregation 

Fig. 6 Sensor nodes configuration and clustering 

Examples of cluster logical levels above illustrated are: 

 All the sensor nodes involved in detection event response are configured as one sensor node cluster with more reliable 

connection specifications (active connection, high performance routers, high band signal), whereas the other sensor 

nodes of the WSN will be configured separately in other clusters.  

 All the non-switchable sensor nodes are configured as one sensor node cluster, whereas the other sensor nodes of the 

WSN will be configured separately in other clusters. 
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Sensor nodes clustering policies are an essential tool for the WSN configuration, elaborated from process model 

supporting the information fusion resulting from the context knowledge domain configuration.  

4.6 Predictive data for building navigation 

The predictive data for building navigation shown in Fig. 7 is based on calculating the rooms capacity and using 

average evacuation times to determine the minimal evacuation time required.  

 
Fig. 7 Predictive data for building navigation 

4.7 Predictive data for building evacuation 

The predictive data for building evacuation shown in Fig. 8 is based on identifying the evacuation path set to be the 

direct line between the initial localisation of every person attending the building and the middle of the room door,  and using 

average an algorithm for collision detection.  

  
Fig. 8 Predictive data for building evacuation 



International Journal of Engineering and Technology Innovation, vol. 6, no. 1, 2016, pp. 01 - 15 

Copyright ©  TAETI 

13 

4.8 Predictive data for fire alarm simulation 

The predictive data for fire alarm simulation model shown in Fig. 9 is based on calculating the fire proximity to the 

detector location which sets its alarm on when this distance becomes equal or smaller than the sensing distance.  

 
Fig. 9 Predictive data for fire alarm simulation 

As the fire propagates, the individual distance to each detector in the cluster and to other surrounding detectors 

increases by integrating the effect of the two following parameters: Fire expansion or propagation, and Temperature rise. 

The data resulting from this alarm simulation is twofold: the predictive data given by the fore simulation model, and the data 

captured by the WSN from the different detectors. The predictive data shown in Fig. 9 is composed of: Distance from fire to 

detector (DIST), Fire reaching detector time (FRDT), Expected fire temperature at detector (EFTD), Distance left to reach 

detector (DLRD), and Time left to alarm (TLTA). 

5. Functional framework for data fusion solutions 

The generic fusion system design framework developed in this work is a methodological support that enables the 

mapping of a knowledge domain model and architecture to a generic design for distributed detection applications, covering 

several domain contexts that include sensing and tracking. These applications are designed in the form of web-based services 

for fast and flexible access to real-time data captured by sensor networks and processed to support real-time inferring 

decision making in the context of data, information and knowledge fusion. They integrate concurrently third party fusion 

data, models and knowledge, and share fusion tools and processes jointly supported by web-based GDSS linking end-users. 

They support generic data fusion solutions based on data and information fusion management to procure fusion capabilities 

structured in fusion process models services decoupled from other services representing knowledge processes, models, data 

& support system capabilities as illustrated in Fig. 10. The proposed generic design conceptual fusion framework focuses on 

service interoperability which is based on generic and recursive fusion in inferring decision making using the different 

management components (Knowledge, model, data and support capabilities) to deploy configure, and operate the network 

homogeneous and heterogeneous devices, capture, integrate, process, and aggregate their data.  
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Fig. 10 Distributed Web-based service support for networks data fusion 

6. Conclusions 

A novel data fusion approach for big data has been proposed in this paper to solve problems inherent to networks multi-

source data fusion for distributed detection based on the use of ad-hoc integrated WSNs-RFID combining generic 

homogeneity and heterogeneity. Although this approach suggests the decoupling of data fusion from information fusion, the 

case study used in this work has shown the inevitable interaction between these two hierarchical processes that enable the 

synergy of knowledge discovery and extraction. This interaction has been shown in the generic sensor node data fusion 

design implementation through the different techniques and models used in the proposed fusion framework to generate 

predictive data for fire alarm simulation, and also in the knowledge-based sensor node design and its integration of sensors 

and RFID tags to procure adaptive configurable smart devices for distributed detection. 

7. Future work 

The multi-level interaction between data, information and knowledge is under explored due to the importance of data 

uncertainty and complexity associated with both the knowledge domain context and the use of non-interoperable 

heterogeneous devices. The improvement of the elicitation methods, tools and models of fusion requirements in the context 

of requirement engineering to define elaborate fusion functions, and the development of more interoperable generic smart 

devices are new directions for future research and applications. 
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Abstract 

Coverage maintenance for longer period is crucial problem in wireless sensor network (WSNs) due to limited 

inbuilt battery in sensors. Coverage maintenance can be prolonged by using the network energy efficiently, which can 

be done by keeping sufficient number of sensors in sensor covers. There has been discussed a Coverage-Preserving 

Clustering Protocol (CPCP) to increase the network lifetime in clustered WSNs. It selects sensors for various roles 

such as cluster heads and sensor cover members by considering various coverage aware cost metrics. In this paper, we 

propose a new heuristic called Improved-Coverage-Preserving Clustering Protocol (I-CPCP) to maximize the total 

network lifetime. In our proposed method, minimal numbers of sensor are selected to construct a sensor covers based 

on various coverage aware cost metrics. These cost metrics are evaluated by using residual energy of a sensor and 

their coverage. The simulation results show that our method has longer network lifetime as compared to generic 

CPCP. 

 

Keywords: sensor networks, energy-efficiency, clustering, network lifetime, coverage 

1. Introduction 

Wireless sensor network (WSNs) aims to provide monitoring (called coverage) services in many areas [1]. In coverage 

problems, the objective is to keep all the points of interest within the sensing range of at least one sensor node for maximum 

possible time. There are many works [2-5] in this area which aims to achieve full coverage through various energy based 

heuristic approaches. In all above works, it has been shown that instead of activating all the sensors at a time, it is better to 

activate a subset of sensors (called sensor cover) which covers all the points of interest. After generating maximum possible 

cover sets, the next phase is to communicate the data collected by these sensor covers to the base station (BS) where further 

processing is to be done. In large sensor network, the maintenance of centralize processing is not performing well specially, 

when it comes to the quality and throughput requirement. Therefore, it is better to design distributed network where each node 

is part of processing (instead of central processor), thus, they can spread the workload out more evenly than the centralized 

algorithm [6]. To apply distributed approach, the whole networks to be divided into small groups based on density, 

neighbourhood, residual energy or many other parameters of interest. Recently, clustering is one of the best ways so far for 

designing scalable and energy-efficient distributed sensor networks [7]. Efficient utilization of clusters reduces the 

communication overhead and interference among the sensor nodes, thereby decreasing the energy consumption for overall 

network architecture. Research community has widely pursue clustering over the last few years which leads to the appearance of 

a great number of application-oriented customized clustering protocols [8–9]. When applying clustering, all the nodes deployed 
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in the network organize themselves into local groups called clusters, where only one node among each group is acting as the 

cluster head. All non-cluster-head nodes used to transmit their information to their cluster heads. Due to this, some neighbouring 

sensor nodes may send redundant data at the cluster head node which lead to unavoidable energy consumption in energy scared 

sensor networks. To avoid this problem, the cluster head nodes perform local aggregation on the received information and 

forward it to the remote base station where final processing is to be performed. Local data aggregation at the cluster heads can 

significantly reduce the total amount of data to be sent to the base station thus reducing energy consumption in transmitting data. 

This in turn results in longer network lifetime. 

Lots of work has been done in the area of coverage problems as well as on clustering in WSNs. But, there are very few 

works [10-11, 23] that dealt with both the problems (coverage problems and clustering techniques) in the wireless sensor 

networks at the same time. Therefore, in this paper, our main focus is to provide coverage for longer period in clustered WSNs. 

The rest of the paper is organized as follows: related work on the coverage and clustered network is given in section 2. Section 

3 discusses the various coverage aware cost metrics which are further used to decide various roles of sensors. Section 4 

describes the proposed heuristic called Improved-Coverage-Preserving Clustering Protocol (I-CPCP) to maximize the total 

network lifetime. Section 5 gives a series of simulation results to claim the quality of proposed method. Conclusion is given in 

section 6 of the paper.   

2. Related Work 

Several studies on energy-efficient coverage have been conducted in the field of wireless sensor networks. Here our main 

discussion is on two basic problems: coverage problems and efficient use of total network energy. Coverage problems deal with 

prolonging the total coverage for maximum possible time. Since the sensors in WSNs have limited available batteries which is 

not rechargeable or cannot be replaced [1], it is very essential to utilize the network energy very efficiently. The efficient 

utilization of the network energy is generally done through clustering. Following sections discuss related work of the coverage 

and clustering in wireless sensor network. 

2.1 Coverage 

The coverage problem in wireless sensor networks is an important area due to several applications including health care, 

national security, environmental monitoring and surveillances [1]. There has been some works [2-5] that address the coverage 

problem in WSNs. In these works, the basic objective is to activate a subset of sensors (called sensor cover) based on various 

criteria like, residual energy of nodes, number of 1-hop neighbour nodes etc. One of the known variant of coverage problem i.e. 

target coverage problem which has been solved by Cardei and Du [2] where disjoint sensor covers are generated such that every 

target point is completely covered by each cover. They proved that the disjoint sensor set problem is NP-Complete problem. 

This problem is further addressed by Cardei,Thai, Li, and Wu  [3] in which the sensor covers need not to be disjoint, that is, a 

sensor can be a member of more than one sensor cover (non-disjoint set). They used greedy heuristic to generate sensor cover by 

giving priority to those sensors covering the critical target (covered by least number of sensors) and also those covering 

maximum number of uncovered targets. Mini, Siba and Samrat [4] propose another algorithm for target coverage problem 

where a weighted coverage is calculated for each sensor. To select sensor in a cover, sensor with more weights are given priority. 

In many QoS based surveillance applications, it is all time necessary that particular area should be covered by at least Q-number 

of sensors. It is generally used when there is a very high probability of a node failure or the data collected by the sensors with 

large amount of noise. Manju and Arun [5] proposed an energy based heuristic to solve target Coverage problem where sensor 

covers are generated by choosing high energy sensors first. Being a special case of coverage problems, Q-Coverage problem [21, 
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22] is also reported as NP-Complete problem.  To address the impact of standby mode and energy consumption in peak hours, 

Collotta and Giovanni [26] address a completely new approach called information and communication technologies (ICT).  The 

ICT ensures energy management in smart homes which combines a wireless network based on Bluetooth Low Energy (BLE) for 

communication among home appliances, with the help of home energy management (HEM) scheme. 

2.2 Clustering 

As discussed in section 1, centralized communication does not perform well when deployed networks size grows 

exponentially. Distributed network design can resolve this problem in energy-efficient way. As far as distributed network design 

is considered, clustering is the best way to design distributed network architecture. 

LEACH [12] is one of the first classical clustering protocols in WSNs which selects cluster heads dynamically and 

frequently by a round mechanism and it allows different nodes to become cluster heads at each round. However, this protocol 

cannot guarantee good cluster distribution and require strict time synchronization. PEGASIS [13] is an extension of LEACH, in 

which all nodes are organized into a chain and each node only transmits data to its nearest neighbour. Compared to LEACH, 

PEGASIS reduces the energy consumption of the nodes, but the data delay is significantly high and is proved to be unsuitable 

for large-sized networks. The HEED clustering protocol [14] uses a hybrid criterion for cluster head selection, which considers 

the residual energy of each node and a secondary parameter, such as the node’s proximity to its neighbours or the number of its 

neighbours. HEED plays a great role in reducing the energy consumption of the nodes and enhancing the network lifetime. 

HEED and LEACH require re-clustering after a period of time (called round), which causes extra energy consumption. 

Therefore, to resolve this problem, the generic weight-based clustering algorithm (called Weighted Clustering Algorithm 

(WCA)) [8] is proposed where each sensor associated with some weight is good examples of genetic clustering. In WCA 

approach, weight is calculated from a sensor’s local properties, such as speed, node degree, coverage and residual energy. 

Cluster heads are selected from those nodes that have the highest weights among their neighbours. Quin and Roger [16] discuss 

a Voting based Clustering Algorithm (VCA) which performs some voting criteria to select cluster head. VCA can generate 

fewer clusters and a longer lifetime than clustering algorithms discussed in [12-14]. To elect a cluster head, VCA basically 

perform voting scheme where each sensor can get vote only from its neighbour sensors. So, nodes with more neighbours tend to 

receive more votes. Thus, cluster heads are likely to be those high-degree nodes. Most of the clustering algorithms like LEACH, 

PEGASIS and HEED [12-14] have been designed for homogenous network and they perform poorly in heterogeneous 

environment. There are few works which discuss heterogeneous network. In [17], Stable Election Protocol (SEP) is discussed 

for a two level heterogeneous network, which includes two types of nodes according to the initial energy, i.e. the advanced 

nodes and normal nodes. It selects cluster head based on the residual energy of node and weighted probability. Kumar, Aseri 

and Patel [18] discuss an energy-efficient heterogeneous cluster (EEHC) protocol for three-level heterogeneous WSNs whose 

nodes are divided into three types, i.e., super, advanced and normal nodes. It selects cluster heads using the node’s energy after 

dividing by the average networks residual energy and weighted probability. In [19] Hong, Li and Zhang discuss a heuristic for 

multilevel heterogeneous wireless sensor networks which is known as EDCS (Efficient and Dynamic Clustering Scheme). It 

calculates some weighted probability (based on remaining energy) of node to decide cluster heads.  

In order to save energy consumption, Jihwan Hyang-Won and Song [24] proposed a Traffic-aware energy-saving (TAES) 

base station sleeping and clustering approach where network energy is saved by putting BSs off when network capacity is 

excessive compared to traffic demand. Apart from that, they also addressed a new optimal clustering method that has 

polynomial complexity.  To provide secure data and communication in clustered wireless sensor networks, Seung-Hyun, 

Jongho, Salmin and Elisa [25] provide a secure encryption key protocol named certificate less-effective key management 
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(CL-EKM) for dynamic WSN. It ensures forward and backward key secrecy at the moment a node leave or joins a cluster. Due 

to the severe energy constraints, hardware crash, software bugs and environmental risks, the network reliability should be on 

priority as nodes. Therefore, in order to provide fault tolerant network, Venkatesh and Mehata [23] discussed a different 

approach for clustering and optimal coverage of tracking multiple objects in WSNs. They proposed an improved K-means 

clustering algorithm with simulated annealing technique. The discussed method finds optimal set of sensor nodes for covering 

moving targets and recover from fault as soon as possible so that target detection won’t be disrupted.  Another security based 

method is discussed in [27] where a highly secure authentication mechanism is proposed in order to provide secure 

communication between deployed nodes with gateway nodes.  

As discussed in this section, there is lots of work done on coverage [4, 22, 28] and clustering [19, 29] separately, but there 

are very few works which deals with both the issues collectively [10, 11]. Authors in [4] consider energy as the prime criteria to 

find cover set while in [22], both coverage and energy are considered to generate sensor covers. In [28], a hybrid approach 

based on genetic algorithm is used to find cover set for partial coverage. In order to provide clustering in WSN, Authors in [19] 

discussed a new approach which also considers heterogeneity in terms of energy in the sensor networks. Similarly, in [29] a new 

self-configurable clustering mechanism is presented which periodically check for cluster heads failure and replace these failed 

CHs with newly elected nodes so that the network activity won’t interrupt. As we said earlier too, these methods do not take 

coverage and clustering into account collectively. Therefore, in this paper, we consider only those works which provide 

coverage and clustering both in the sensor network [10, 11]. Liu, Zheng, Xue and Guan [10] proposed Distributed 

Energy-Efficient Clustering with Improved Coverage (DEECIC) techniques while maximizing coverage lifetime. The main 

objective of DEECIC is to generate least number of cluster heads by assigning a unique ID to each node based on local 

information. Due to least number of CHs, the communication overhead is bit high in this approach. The work proposed in [11] 

considers four weighted cost metrics to elect cluster heads as well as sensor covers. The proposed scheme out performs the 

well-known HEED method of clustering [14], but none of the cost applied for coverage followed by minimalization of 

generated sensor cover. The generated cover sets are not minimal in [11] which results in less total network lifetime. Therefore, 

in this paper, our proposed method minimizes the generated sensor cover also which results in extended network lifetime as 

minimal sensor cover are having least required sensors for full coverage.  Our proposed approach also generates sufficient 

number of CHs in order to reduce communication overhead unlike [10] 

3. Coverage Aware Cost Metrics 

Every node has its own importance in the deployed wireless sensor network. Therefore, based on that importance, sensors 

are selected for various roles (like cluster head, cluster member, routers, or sensor covers for coverage). To decide the roles of 

a sensor, there are various parameters like its residual energy, number of 1-hop neighbouring sensor nodes, number of n-hop 

neighbouring sensor nodes and its distance from the base station. By keeping these criteria in view, Soro and Heinzelman [11] 

discuss various coverage aware cost metrics to decide their roles for various activities and propose a Coverage Preserving 

Clustering Protocol (CPCP). 

Before discussing the coverage aware cost metrics, we first estimate the total energy available to cover each point in the 

network area. We consider a set S consisting of N sensors, si ϵ S, i=1,…, N, randomly deployed in the square area A. Each sensor 

node has its sensing area C (si) (circular area around the node) with sensing range Rsense. For each sensor node sc, calculate, its 

1-hop neighbouring sensors node denoted by Nc as follows: 

N(c)={sk| d(sc, sk) <=Rsense} (1) 
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Where d (sc, sk) is the Euclidean distance between nodes sc and sk. The whole area is covered by the sensors of S. Some area 

might be covered by multiple sensors. Let Ai denote the area covered by the sensor si, Aij denote the area covered by the sensors 

si and sj both and so on (Fig.1). The area A may be considered as consisting of the points (x, y), which would lie in one of the Ai 

or Aij and so on. We calculate the total amount of energy denoted by Etotal(x, y) which is available to cover the point (x, y) that 

is given as below. 





)(),(:

)(),(
jj

j

ss
sEyxEtotal

Cyx  
(2) 

where E (sj) is the remaining energy of sensor sj. The total coverage available for a point (x, y) is defined as the number of 

sensors covering it, and it is given as below. 





)(),(:

1),(
jj ss

yxOtotal
Cyx  

(3) 

The followings are the coverage aware cost matrices discussed in [11] based on the total remaining energy or coverage of a 

sensor node. 

3.1 Minimum-Weight Coverage Cost [11] 

The minimum-weight coverage cost is defined as below:  

   )(y)(x,   where
),(

1
max)( ii sC

yxEtotal
sCmw 

 

(4) 

3.2 Weighted Sum Coverage Cost [11] 

The weighted-sum coverage cost is defined as below: 
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(5) 

This weighted sum coverage cost metric measures the weighted average of the total energies of all points that are covered by the 

sensing area of node si. 

3.3 Coverage Redundancy Cost [11] 

This is the cost which does not depend on the nodes remaining energy as well as its neighbouring nodes remaining energy. 

Apart from the energy view, this cost only looks at the coverage (Ototal) of a particular sensor and its coverage redundancy with 

its neighbouring sensors. The coverage redundancy cost of sensor si is 
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(6) 

3.4 Energy-Aware Cost [11] 

The energy-aware cost function simply evaluates the sensor’s priority to take part in the sensing task based solely on its 

remaining energy E (si). Therefore, this cost can be expressed as: 
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(7) 
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To understand all the discussed coverage aware cost matrices in detail, we illustrate all the costs defined above using the 

following example (Fig.1) where four sensors (S1, S2, S3, S4) with radius Rsence are part of the network with initial residual energy 

given as below. 

 

 

 

 

 

 

 

 

 

 

Fig.1 Four circles denoting sensors S1, S2, S3, S4 and their sensing range with their intersection areas. 

The area covered by k sensors (among these four) are denoted by Ai…k. Fig.1 take residual energy of all sensors as: E(S1) = 

3, E(S2) = 2, E(S3) = 4, E(S4) = 1 and then calculate various coverage aware cost matrices  in detail. 

Etotal (x, y) =  

(8) 

and 

  Ototal (x, y) =  

(9) 
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3.5 Minimum Weighted Cost 

The minimum weighted coverage cost defined in (4) only considers the energy of the most critically covered target. Thus, 

for the above example, it can be calculated as follows: 

Cmw (S1) =1/min (3, 4, 5, 6, 8, 9, 10) =1/3; 

Cmw (S2) =1/min (2, 5, 6, 6, 7, 9, 10) =1/2; 

Cmw (S3) =1/min (4, 5, 6, 7, 8, 9, 10) =1/4; 

Cmw (S4) =1/min (1, 4, 5, 7, 8, 10) =1/1; 

3.6  Weighted Sum Cost 

As defined in (5), weighted sum coverage cost metric measures the weighted average of the total energies of all points that 

are covered by the sensing area of a sensor. Here, for the given example, it can be calculated as follows: 

Cws (S1) =A1/3+A12/5+A14/4+A123/9+A124/6+A134/8+A1234/10; 

Cws (S2) =A2/2+A12/5+A23/6+A123/9+A124/6+A234/7+A1234/10; 

Cws (S3) =A3/4+A23/6+A34/5+A123/9+A134/8+A234/7+A1234/10; 

Cws (S4) =A4/1+A34/5+A14/4+A124/6+A134/8+A234/7+A1234/10; 

3.7 Minimum Weighted Cost 

As per the definition (6), this cost only looks at the coverage of a particular sensor and its coverage redundancy with its 

neighbouring sensors. Thus, for the above example, it can be calculated as follows: 

Ccc (S1) =A1/1+ (A12+A14)/2+ (A123+A124+A134)/3+A1234/4; 

Ccc (S2) =A2/1+ (A12+A23)/2+ (A123+A124+A234)/3+A1234/4; 

Ccc (S3) =A3/1+ (A23+A34)/2+ (A123+A134+A234)/3+A1234/4; 

Ccc (S4) =A4/1+ (A34+A14)/2+ (A124+A134+A234)/3+A1234/4;  

3.8 Energy Aware Cost 

Energy aware cost is the inverse function of sensors remaining energy as defined in (7). Thus, for the given example, it can 

be calculated for each sensor as given below: 

Cea (S1) =1/3; Cea (S2) =1/2; Cea (S3) =1/4; Cea (S4) =1/1;  

4. Improved-Coverage Preserving Clustering Protocol (I-CPCP) 

This section describes our proposed heuristic to maximize the coverage lifetime for monitoring the objects in a given 

environment in WSNs. There are three main phases in proposed heuristic (I-CPCP): a) Cluster head selection and cluster 
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formation, b) Sensor covers selection and c) Routing phase. Our proposed work initially consider the various coverage aware 

costs matrices, i.e., Cmw, Cws, Ccc or Cea discussed in section 3 for cluster heads selection, sensor cover generation, and for 

routing the data from cluster heads to the sink node.  

4.1 Phase 1: Cluster Head Selection and Cluster Formation 

This phase decides the cluster head nodes in the deployed network followed by their clusters. First, we fix one coverage 

aware costs among Cmw, Cws, Ccc or Cea. For deciding the cluster heads, our methods choose that sensor having smallest 

coverage aware cost. All the sensors lying in its sensing range constitute its cluster members. So far, we have decided a cluster 

head and its cluster members. We again consider a sensor node having minimum coverage aware cost among the sensor nodes 

after excluding the first cluster head and its cluster members. This will be the second cluster head and its members are decided 

by its sensing range as was done in case of first cluster. This process of cluster heads and their cluster formation continues till all 

the sensors have been clustered. Algorithm in Fig. 2 shows the complete process of cluster heads selection and cluster 

formation. 

1: Sinitial = Set of all sensor nodes     

2:  E(s )= remaining energy of sensor s  

3:  SCH  = {}  // it contains cluster heads, which is initially empty 

4:  while Sinitial ! = Ǿ  do 

5:            Nc = Ǿ  // contain all neighbouring node of a cluster head sc  

6:           Select sensor scϵSinitial that has  minimum coverage aware cost  

7:           SCH  = SCH ᴜsc                

8:          find neighbouring sensors  s of  sc such that dist(s,sc)≤Rcluster   

9:          Nc = Ncᴜs  

10:        Sinitial = Sinitial-Nc 

11:        s send cluster JOIN message to cluster head  sc  

12: end while 

13: exit
 

Fig. 2 Algorithm to find Cluster Head Selection and Cluster Formation 

The detailed outline of Algorithm shows in Fig. 2 is as follows:  Line 1 and 2 contain set of sensors initially deployed and 

their residual energy.  In line 3, SCH contains all cluster heads generated in the network which is initially empty.  Cluster heads 

are formed and respective clusters are formed through line 4-12. Sensor with minimum cost is selected as cluster head (line 6) 

and included in SCH (line 7). Once cluster head is selected, the respective cluster is formed which has all neighbouring sensors 

of selected cluster head. (line 8-11). Thus, at the end of Fig. 2, all cluster heads are generated and clusters are formed. In CPCP 

[11] some of the sensors left non-clustered at the end of this phase while forming the clusters. These sensor nodes which do not 

belong to any cluster head send their data to their nearest neighbour node. Due to this, the inter cluster communication over 

cluster heads increases.  

4.2 Phase II: Sensor Cover Selection 

Once cluster heads have been decided and their respective clusters have been formed. The next step is to find coverage of 

the objects in the given area by generating sensor covers. In this phase, only those sensors participate which have not been part 

of Phase 1. While choosing sensors for this phase, our method always gives preference to those sensors which carry smallest 

coverage aware cost among (Cmw, Cws, Cea and Ccc) in the network. For each sensor s, check whether it’s neighboring sensors 

with cost lesser than its cost are collectively covering all the objects which are covered by sensor s. If so, then the sensor s will 

not be part of current sensor cover and will go to off state. The neighboring sensors (with lower cost) will now take part in this 

process of deciding their states (to be on or off). To decide the state of neighbor sensors, our method keeps selecting lowest cost 

neighboring sensors till all the objects earlier covered by sensor s are not covered by these lowest cost neighbors. Once the 
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coverage of sensor s is same as the set of such neighbor sensor nodes coverage (with lower cost) selected so far, then we stop 

selecting more neighbors even with cost lower than the cost of sensor s (where in CPCP [11], all the neighbors with cost lesser 

then cost of sensor s are selected as part of active sensor cover). The selected neighboring sensors will go into on state. This 

process will be carried out for all the remaining sensors to find out the complete sensor cover for the current round. We have 

completed the current round and started the next round in the same way as done in the current round. The process of rounds will 

be continued till no object is left uncovered. Our propped heuristic selects only minimum number of lower cost neighbor for 

each sensor s. Therefore, the number of sensors selected in sensor cover is much lesser than those selected by CPCP [11]. Due 

to this, less network energy is consumed for covering all the objects. The detailed process of coverage phase is given in Fig. 3 as 

follows:   

1: Sinitial={s|E(s)>0, sϵSCH},  E(s)=residual energy of sensor s 

2:Assign Cost to each sensor s where Cost(s)ϵ{Cmw,Cws,Cea, Ccc) 

3: Scover={} // Scover is set of active sensor 

4:  for each sensor  s calculate 

5:         As=set of all the objects covered by sensor s 

6:         for each neighbour  sensor sk of sensor s 

7:               if Cost (sk) <Cost (s)  

8:               Snei=Sneiᴜ(sk) 

9:              As=As – Ask                    // Ask is set of all the objects covered by sensor sk 

10:          end if    

11:           if As= ={}  

12:              break 

13:         end if 

14:       end for 

15:    if Snei is completely covering all the points covered by sensor s    
16:         Scover =Scover ᴜ(Snei)  // s decides to be turn off in this round  

17:       else 

18:           Scover  = Scover ᴜ(s)  // s decided to be turn on in this round 

19:     end if 

20: end for 

21: return Scover  

Fig. 3 Algorithm to find sensor cover  in I-CPCP 

In Fig. 3, line 1 contains all the remaining sensors after deciding cluster heads in Fig. 2. The respective weighted costs are 

assigned to each sensor (line 2). The set of active sensors (sensor cover) is generated through line 4-20. To do so, for each sensor 

s, the set of all neighboring sensors with lower weighted cost are selected (line 6-14). If these neighbors’ collectively covering 

all the objects covered by sensor s (line 15), then sensor s can go to sleep state (line 16), otherwise, it is included in current 

sensor cover (line -18). Thus, at the end of Algorithm in Fig. 3, a cover set is generated which completely covers all the objects 

in the given field. 

4.3 Phase III: Routing 

This phase describes how the collected data is to be transferred to the base station. The cluster members send their data to 

their respective cluster heads which in turn send to the base station. In case, the cluster heads are not able to send the data 

directly to base station, then they send via those cluster heads having least associated coverage aware cost with them. In this 

phase, the cluster members do not take part in data communication.  

5. Simulation 

The main objective of the sensor cover generation is to save the network energy so that the network lifetime can be  

prolonged. One of the most commonly used network lifetime is defined [15] as the time of start-up of the network till some 

object in the given area becomes uncovered.   
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For simulation, we have considered the square area of size 200M*200M in which there are 500 objects placed randomly. 

We have evaluated the results by deploying the sensors ranging from 50 to 250 with fix sensing range Rsen=70M. We assume 

that the base station is fixed and located outside the network. Sensors are generated in terms of their coordinates which are 

generated by Pseudo-random number generation routine. All simulations were performed in MATLAB (R2009) on core i3 with 

2.10GHz processor and 4GB RAM system 

5.1 Energy Model 

In the simulation, we compute the transmission and receiving energy consumption based on the free-space energy model 

defined in [20].  

The energy required to transmit (Etx) and receive (Erx) a P-bit packet is given below. 

Etx=P×(Eamp+εfs×d
n
) (10) 

Erx=P×Eamp (11) 

Eamp and εfs are the parameters of the transmission/reception circuitry, and n is the path-loss exponent, listed in Table 1. By 

putting all the values specified in Table 1 for simulation in equations (10) and (11), we obtain the transmission and receiving 

energy consumed as follows: 

          Etx=30×8(50×10
-9

+10×10
-12

×(70
2
) J 

               =240(50×10
-9

+49×10
-9

)J 

               =0.24 ×10
-4

J 

(12) 

Similarly,  

Erx=0.12×10
-4

J (13) 

Therefore, energy consumed by a sensor node to transmit a message of 30 bytes is 0.24 ×10
-4 

J. In the same way, the total 

energy consumed by a cluster head to receive the message and to transmit further to the base station is Etx+Erx. By adding 

equations (12) and (13), we obtained total energy consumed (14) as follows: 

Etx+Erx=0.36×10
-4

J (14) 

Table 1 Parameters and their acronyms used in simulation 

Parameter Value 

Network area(M× M) (200M×200M) 

Tx/Rx Electronic constant (Eamp) 50 nJ/bit 

Amplifier constant (εfs) 10 pJ/bit/m 
2
 

Cluster head Energy Threshold (Eth) 10
-4

 J 

Transmission range (d) 70M 

Path loss Exponent (n) 2 

Packet size (P) 30 bytes 

Packet rate (B) 1 Packet/Sec 
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5.2 Simulation Results 

Here, our objective is to discuss lifetime achieved and execution time taken in our heuristic. We compare the lifetime 

achieved and execution time of our heuristic with that of generic CPCP [11] by considering homogenous and heterogeneous 

WSNs. We discuss the network lifetime and execution time by considering four different coverage aware costs as discussed in 

[11]. These costs include Cmw, Cws, Cea and, Ccc. In homogenous WSNs, we have taken the initial energy of the nodes as 

3*10
-4

J. Here, the network lifetime and the execution time of our heuristic and CPCP [11] with respect to all costs, i.e., (Cmw, 

Cws, Cea and Ccc) have been computed as shown in Fig. 4 to Fig. 7 respectively.  

As evident from these Fig. 4 to Fig. 7, our heuristic provides better networks lifetime as compared to CPCP for all the costs. 

As the number of sensor grows, the gap in lifetime achieved by CPCP and our heuristic increases because, due to increase in 

number of sensors, connectivity between neighbour sensors is also increases. Therefore, our heuristic selects less number of 

sensors for coverage phase which result in increased total network lifetime. 

  

Fig. 4 Network lifetime (homogenous WSNs) achieved by  

proposed I-CPCP and CPCP [11] with cost Cmw 

Fig. 5 Network lifetime (homogenous WSNs) achieved by       

proposed I-CPCP and CPCP [11] with cost Cws 

  

Fig. 6 Network lifetime (homogenous WSNs) achieved  by 

proposed I-CPCP and CPCP [11] with cost Cea 

Fig. 7 Network lifetime (homogenous WSNs) achieved by 

proposed I-CPCP and CPCP [11] with cost Ccc 
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In proposed heuristic I-CPCP, we perform minimalization process to reduce number of sensors in sensor cover that in turn 

reduces the energy usages. The minimalization process needs some time for its execution, however, the total execution time 

needed by our heuristic is comparable to that of CPCP [11] as shown in Table 2. 

 Table 2 Execution time taken (in seconds) by proposed heuristic (I-CPCP) and CPCP [11] in homogenous WSNs 

Sensor 
Cmw Cws Ccc Cea 

CPCP I-CPCP CPCP I-CPCP CPCP I-CPCP CPCP I-CPCP 

50 0.11 0.15 0.28 0.28 4.25 4.45 0.26 0.33 

100 0.14 0.18 0.42 0.55 9.11 9.65 0.51 0.92 

150 0.21 0.32 0.63 0.92 13.95 16.2 0.67 1.35 

200 0.35 0.49 0.9 1.46 20.13 23.53 0.81 1.62 

250 0.45 0.61 1.16 2.07 26.39 36.51 1.1 2.15 

In case of heterogeneous network, we have allocated initial energy to sensors by generating randomly in the range 1*10
-4

J 

to 5*10
-4

J.  As shown in Fig. 8 to Fig. 11, in this case also our heuristic (I-CPCP) has much better network life time as compared 

to that of CPCP [11] for all the four coverage aware costs. Again, increasing the number of nodes, it behaves similar to 

homogenous network.  

 
 

Fig. 8 Network lifetime (heterogeneous WSNs) achieved by 

proposed I-CPCP and CPCP [11] with cost Cmw 

Fig. 9 Network lifetime (heterogeneous WSNs)  achieved by 

proposed I-CPCP and CPCP [11] with cost Cws. 

  

Fig. 10 Network lifetime (heterogeneous WSNs) achieved by 

proposed I-CPCP and CPCP [11] with cost Cea. 

Fig. 11 Network lifetime (heterogeneous WSNs) achieved by 

proposed I-CPCP and CPCP [11] with cost Ccc. 
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The behaviour of execution time in this case is quite similar as that of the homogenous network as shown in Table 3. Thus, 

our heuristic provide much longer network lifetime without requiring much overhead in execution time. We may conclude that 

our heuristic has better performance as compared toRef. [11]. 

Table 3 Execution time taken (in seconds) by proposed heuristic (I-CPCP) and CPCP [11] in heterogeneous WSNs 

Sensor 
Cmw Cws Ccc Cea 

CPCP I-CPCP CPCP I-CPCP CPCP I-CPCP CPCP I-CPCP 

50 0.10 0.13 0.18 0.22 3.43 3.46 0.2 0.29 

100 0.14 0.17 0.42 0.56 7.79 8.46 0.46 0.82 

150 0.21 0.28 0.61 0.89 13.4 15.87 0.66 1.38 

200 0.32 0.39 0.86 1.25 19.66 24.08 0.91 1.78 

250 0.45 0.61 1.17 1.76 24.78 31.71 1.12 2.52 

6. Conclusions 

In this paper, we have discussed an improved coverage preservation clustering protocol (I-CPCP)) in clustered wireless 

sensor networks. We explore various weighted coverage costs in order to select cluster head and to form sensor covers to 

monitor the given region for longest possible period. In the proposed protocol, we jointly consider residual energy as well as 

coverage redundancy of sensors to generate sensor cover and cluster heads which results in improved network lifetime as 

compared to those approaches [2, 3, 4, and 5] which only consider either at a time. Further, we minimalize the generated sensor 

covers so that only minimum numbers of sensors are used in each sensor cover. Due to this minimalization process, our 

proposed protocol (I-CPCP) outperforms generic CPCP [11] in terms of lifetime achieved in homogeneous as well as in 

heterogeneous network. In our future work, we may extend this improved protocol for target connected coverage problem, 

target Q-coverage problem and target coverage with multiple sensing ranges. We will also implement I-CPCP and CPCP 

protocol on specific sensor test- bed with respect to all coverage aware costs discussed in this paper. 
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Abstract 

In this paper, simulations with MATLAB are used to compare the performance of a RSSI-based output power 

control with non-RSSI based adaptive power in terms of saving energy and extending the lifetime of battery powered 

wireless sensor nodes. This non-RSSI (received signal strength indicator) based adaptive power control algorithm 

does not use RSSI side information to estimate the link quality. The non-RSSI based approach has a unique 

methodology to choose the appropriate power level. It has drop-off algorithm that enables it to come back from a 

higher to a lower power level when deemed necessary. The performance parameters are compared with the 

RSSI-based adaptive power control algorithm and fixed power transmission. In order to evaluate the protocols in the 

real world scenarios, RSSI data from different indoor radio environments are collected.  In simulation, these RSSI 

values are used as an input to the RSSI based power control algorithm to calculate the packet success rates and the 

energy expenditures.  In this paper we present extensive analysis of the simulation results to find out the advantages 

and limitations of the non-RSSI based adaptive power control algorithm under different channel conditions. 

 

Keywords: wireless sensor network, energy consumption optimization, adaptive power control 

1. Introduction 

The proliferation of low power wireless sensor networks and their discreet presence have introduced a new paradigm in 

data collection and analysis of target parameters in both indoor and outdoor environments. This has been differently named in 

the literature and the industry, like ‘invisible”, “pervasive” or “ubiquitous” [1] computing. Others prefer to refer to it as 

“ambient intelligence” [2]. The broad idea is that there will be sensors that are able to exchange information with a certain base 

station or hub and perform an assigned task. The sensors, the computational and the communication units, along with the hub, 

form the ubiquitous sensor network (USN). The term ubiquitous is applied to the collection and utilization of information in real 

time, at any-time and any-where. The technology has enormous potential and a wide range of applications such as, 

environmental monitoring, health monitoring for assisted living (smart home environments) and industrial and plant monitoring 

(Industrial automation). 

1.1 Related work in transmission power control for energy efficiency 

Power saving approaches can be broadly classified into media access control (MAC) layer solutions and network layer 
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solutions [3]. Network layer solution means that the different transmission parameters can be modified to achieve the set goal. 

This paper discusses the use of received link quality information (RSSI/LQI) to adjust output transmission power.  

1.2   RSSI/LQI based power control algorithms for energy efficiency 

The RSSI-based power control approaches is guided by closed loop control between the transmitting node and the 

receiving base station mechanism.  RSSI is a measurement of signal power and which is averaged over 8 symbols of each 

incoming packet [4]. On the other hand, LQI is usually vendor specific and is measured based on the first eight symbols of the 

received packet as a score between 50 and 100 [5].The general steps are described below as 

• The transmitter sends packet at an updated power level to the receiver  

• Receiver measures the RSSI  

• If the RSSI is below the threshold that is required for faithful packet delivery, then the receiver sends the control packet with 

the new transmission power level. 

• At the transmitter, the control packet is received and the current power level is updated for packet delivery 

During initialization phase, the transmitter needs to know the power level at which it should transmit to successfully deliver 

the packet.  In this phase, the transmitter sends several packets at all its available power levels. In return, it receives RSSI values 

for each power levels. Based on the mapping of the RSSI and the output power level, the transmitter selects the required power 

level.  

In paper [4], Shan Lin et al. have introduced adaptive transmission power control (ATPC) that maintains a neighbor table 

at each node and a feedback loop for transmission power control between each pair of nodes. ATPC provided the first dynamic 

transmission power algorithm for WSN that uses all the available power output levels of CC2420 [6].  

Practical-TPC [7] is a receiver oriented protocol that is considered robust in dynamic wireless environments and uses 

packet reception rate (PRR) values to compute the transmission power that should be used by the sender in the next attempt. 

While ATPC uses all 32 power levels, there are some algorithms that divide these 32 power levels into 8 levels, as in [3]. The 

work described is this paper aims to avoid the need for such probe packets and their associated energy cost. ART (Adaptive and 

Robust Topology control) protocol [8] has been designed for complex and dynamic radio environments. It adapts the 

transmission power in response to variation in link quality or degree of contention. Analysis of the paper has suggested that 

RSSI and LQI (Link Quality Indicator) may not be good or the most reliable indicators of link quality, especially in robust 

indoor radio environment.  

Paper [3] also has an initialization phase and a maintenance phase while adjusting transmission power. In the initialization 

phase, each of the sensor nodes uses the 8 power levels of CC2420 to send 100 probe packets in each of the power levels. It sets 

the packet delivery ratio (PDR) threshold to 80% instead of the RSSI threshold to determine the minimum power level with 

which the nodes must communicate with each other. In the maintenance phase, the aim is to adjust the transmission power level 

with the changing environment.  

REAL (reliable energy adept link-layer) [9] protocol uses error correction mechanism to maintain reliable communication. 

It chooses its data recovery strategy based on the overall information distortion and the available energy at a sensor node.  
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The data recovery actions have three options to choose from. They are 

• Use of error correction code to recover the original data packet at the receiver 

• Retransmit when the error correction mechanism has failed due to severe distortion 

• Drop some packets to save energy for transmission of higher priority packets  

In [10], the approach is similar to ATPC where the power-distance table is maintained at each node. The distance is the 

minimum power of one node with the neighboring node. In multi-hop wireless sensor network, optimization of the transmission 

power is, therefore, the shortest path problem based on the power-distance relationship.  In [11], the authors have proposed a 

power control algorithm in which each sensor node also uses beacon messages to determine its neighbors and the corresponding 

minimum transmission power. After the neighbors are discovered, the adaptive algorithm finds the optimal power so that it is 

able to meet its target of communicating with a given number of neighboring nodes. Authors have combined dynamic 

transmission power control of the link layer protocol with the reduction of duty cycle of MAC layer to save energy. 

 Paper [12] has introduced the term “link inefficiency” while characterizing the link quality metrics of energy constrained 

wireless sensor nodes. Link inefficiency is defined as the inverse of the packet success probability as it represents the mean 

number of transmissions for a successful transmission at a given time. The expected energy consumption is, therefore, 

proportional to the link inefficiency. This paper proposes the time average energy consumption as the cost metrics. 

The application of an adaptive power control algorithm for IEEE 802.11 in the technical report of [13] aims to modulate 

the transmit power based on the distance between the communicating nodes to the minimum level such that the destination node 

still achieves correct reception of a packet despite intervening path loss and fading. It used a radio module with configurable 

output power level (0 to 25 dBm). The receiver only sends the control packet containing the optimal transmission power level 

when there are significant changes in the RSSI values.  

RSSI/LQI based adaptive power control algorithms are an attractive alternative to save energy. It is to be noted that these 

algorithms are mainly designed for multi-hop network where each sensor node broadcast beacon packets and discover its 

neighbor to which it can transmit at minimum power. However, there are two factors that are worth considering. They are 

• There is an initial overhead cost for building up the RSSI vs. Power level table. 

• In case the sensor is mobile, the refreshing frequency of the table becomes crucial and that also adds up to the cost. 

• Even when the sensors are stationary, there is no clear indication in any of the papers ([3-4], [6-13]) as to what would be the 

ideal channel sampling frequency that would optimise energy efficiency. 

Most of the network level power control algorithms that are discussed above use link quality information (RSSI or LQI) for 

adjusting the output power. The adaptive power control algorithm has a unique channel estimation method without RSSI side 

information. Therefore, this algorithm is best suited for those radio modules that do not support RSSI values. The nRF24L01p 

radio transceiver module from Nordic Semiconductor Inc. [14] has configurable four output power levels that do not provide 

RSSI information. The output power modes and their current ratings are presented in Table 1. 
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Table 1 Operational modes and current consumptions of NRF24L01+ 

Operational mode Current consumed mA 

Transmission @ 0 dBm output power (MIN) 11.3 

Transmission @ -6 dBm output power (LOW) 9 

Transmission @ -12 dBm output power (HIGH) 7.5 

Transmission @ -18 dBm output power (MAX) 7 

The transceiver can transmit at four power levels: -18 dBm, -12 dBm, -6 dBm and 0 dBm. In general, a wireless transceiver 

has different modes of operation.  

Among other methods of energy aware data transmission in WSN or mobile application, the work of Zhang et.al has been 

noteworthy. In [15], the authors have proposed a novel topology control approach for wireless sensor networks (WSNs) where 

the edge weight and vertex strength take sensor energy, transmission distance, and flow into consideration. Zhang and Liang 

have proposed a novel method of service aware computing for uncertain mobile applications to ensure QoS for these devices 

supporting various applications [16]. In industrial applications of WSNs, an energy-balanced routing method based on 

forward-aware factor (FAF-EBRM) has been proposed by the authors in [17]. In this multi-hop routing algorithm, the next node 

is selected based on information about the link weight and forward energy density. In [18], authors have designed and 

implemented a solution of embedded un-interruptible power supply (UPS) system forward for long-distance monitoring and 

controlling of UPS based on Web. Zhang et.al, have proposed a novel multicast routing method with minimum transmission for 

WSN of cloud computing service [19]. 

In [20], Zhang has proposed a fusion decision method to support an attentive mobile learning paradigm. The learning 

method tracks the users’ movement without any active devices. The objective is to achieve seamless mobility for mobile 

services, especially mobile web-based learning.  In the RFID (radio-frequency identification) domain, one of the key issues is 

the packet losses due to collision when the RFID tags transmit within the collision window (time). In [21], a novel anti-collision 

approach has been proposed by Zhang et.al.  In this method, a mapped correlation of the IDs of the RFID tags is used to increase 

the association between the tags.  In [22], the authors have proposed agent-based proactive migrating method with service 

discovery and key frames selection strategy. The designed system is convenient to work and use during mobility, and which is 

useful for mobile user in the big data environments (BDE). 

2. Adaptive transmission power control methods: Non-RSSI based and RSSI-based 

This section discusses about the novel transmission power control protocol that does not use RSSI data for channel 

estimation and the RSSI-based power control method. 

2.1   Non- RSSI/LQI based channel estimation and power control algorithms for energy efficiency 

The non-RSSI based channel estimation and output power control algorithm is proposed in [23-24]. The basis of this 

lightweight adaptive algorithm is the states where each state represents one cycle of packet transmission. In each state there are 

output power levels in increasing order which can be used by the transmitter. State transition occurs depending on the power 

level at which the transmission is successful or failed. State 4 uses only the maximum power level and is allowed to transmit 4 

times. There is no direct transition from state 4 to state 1 or 2. Similar conditions hold true when transiting from 3. The most 

energy efficient state is 1. The more it stays in state 1, the more it saves energy. State 4 is where the maximum energy may be 

used to transmit the packet. The adaptive algorithm is designed in such a way that it takes into account of performances in each 

state. It also has a unique drop-off algorithm that allows it to drop down to a lower state when deemed necessary. It is guided by 

the drop-off factor R. In this paper, R values of 0.01, 0.05, 0.1, 0.5 and 1 are used. Higher value of R means higher rate of 
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drop-off. Fig. 1 shows the state transition diagram of the adaptive power control algorithm. State transition occurs depending on 

the power level at which the transmission is successful or has failed. 

 
Fig. 1 State transition diagram of the adaptive algorithm 

The objective of the adaptive power control algorithm is to respond to the packet error rate and move to a new state with 

different retry limits. The adaptive algorithm is designed in such a way that it takes into account the performance in each state. 

Each state has a different retry limit. Increasing state number indicates poorer channel quality. The proposed adaptive algorithm 

does not allow retransmission in the same power level except when it is in state 4 and transmitting at 0 dBm. When the system 

is in state 4, it is considered the worst channel condition and three retries are allowed. The retry limit of state 1 is three. However, 

the retry limit of states 2 and 3 have been set at 2 and 1. The asymmetry is because the increase in the retry limit in states 2 and 

3 can increase the current consumption while only marginally improving the packet success rate. 

Table 2 shows the available power levels based on the states. Transmission starts at the lowest available power level of that 

particular state. The transmitter can be in any one of the states during the start of transmission of a packet.  There are two 

separate algorithms that determine the state transitions, one from a lower state to higher state and the other from a higher to 

lower states. The logic to transit to lower states also includes situations when it remains in the same state or transit to a lower 

state. 

Table 2 States, power levels, and retry limits 

State 1 2 3 4 

A
v

ai
la

b
le

 

p
o

w
er

 l
ev

el
s Minimum (M)    

Low (L) Low (L)   

High (H) High (H) High (H)  

Maximum (X) Maximum (X) Maximum (X) Maximum (X) 

Number of retries 3 2 1 3 

Table 3 describes the state transition matrix when state level goes up. All the state transition decisions depend on the 

success or failure of the packet being transmitted to the destination hub. 

Table 3 State transition matrix when state levels go up 

 Next State 

1 (MLHX) 2 (LHX) 3 (HX) 4 (X) 

C
u

rr
en

t 
S

ta
te

 

1 (MLHX) Succeed at level M Succeed at level L Succeed at level H Failed or Succeed at level X 

2 (LHX) Not applicable Not applicable Succeed at level H Failed or Succeed at level X 

3 (HX) No transition Not applicable Not applicable Failed or Succeed at level X 

4 (X) No transition No transition Not applicable Not applicable 
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Table 4 State transition matrix when state levels go down 

 
Next State 

1 (MLHX) 2 (LHX) 3 (HX) 4 (X) 

C
u

rr
en

t 
S

ta
te

 

1 (MLHX) Success at state M Not applicable Not applicable Not applicable 

2 (LHX) 

Probabilistic model that 

depends on the number 

of successes in   level L 

Probabilistic model 

that depends on the 

number of successes 

in level L 

Not applicable Not applicable 

3 (HX) No transition 

Probabilistic model 

that depends on the 

number of successes 

in level H 

Probabilistic model 

that depends on the 

number of successes in 

level H 

Not applicable 

4 (X) Not applicable Not applicable 

Probabilistic model 

that depends on the 

number of successes in 

level X 

Probabilistic model 

that depends on the 

number of successes 

in level X 

Table 4 describes the state transition logic when state level goes down. The primary objective of the adaptive algorithm is 

to save energy by transmitting at a power level that is enough to send the packet successfully through the channel. For example, 

when the system is in state 4, it is transmitting at the maximum power. With time, the channel condition can improve and packet 

can be successfully transmitted at a lower power level. If the system drops down to state 3, the transmission starts at a lower 

power level. This drop-off from a higher state to a lower state is determined by a drop-off algorithm which is probabilistic in 

nature.  

In the proposed adaptive algorithm, the drop-off or the back-off process is dependent on the number of successes (S) in the 

higher power level and a drop-off factor (R). By default, the drop-off factor is 1. The probability of the system to drop-off to a 

lower power level is represented by Equation (1). 

                 P(drop-off)=1- e
(-RS)

 (1) 

Here, Pdrop-off = probability of drop-off 

S = the number of successes in that power level of the higher state 

R = drop-off factor 

 

Fig. 2 The curves behave differently depending on the value of R. A low R value indicates slow back off while a high R indicates 

fast back off. When the number of successes is 0, the probability of transition is 0. This drop-off algorithm takes into 

account of all the previous successes indicating that it also uses past history while dropping-off 
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The plots in Fig. 2 show the state transition probability based on different values of R. When there is a state change, the 

value of S is reset to 0. Overall, the value of R indicates as to how fast the system will fall from a higher state to a lower state. 

When there is no success, the probability of state transition is 0, meaning that there will be no state transition. At the same time, 

when the number of successes is too high, it converges to 0.  

Back-off algorithms are extensively used in data communication (both wired and wireless) by MAC protocols to resolve 

contention among transmitting nodes to acquire channel access. In a MAC protocol, the back-off algorithm chooses a random 

value from the range [0, CW], where CW is the contention window size. The contention window is usually represented in terms 

of time slots.  

The number of time slots to delay before the nth retransmission attempt is chosen as a uniformly distributed random integer 

r in the range 0 < r < 2k. 

where k = min(n, 10), 10 is the maximum number of retries allowed. 

The nth retransmission attempt also means that there have been n collisions. For example, after the first collision, it has to 

retransmit. Based on the back-off algorithm, the sender will choose between 0 and one time slot for the retransmission. After the 

second collision, the sender will wait anywhere from 0 to three time slots (inclusive). After the third collision, the senders will 

wait anywhere from 0 to seven time slots (inclusive), and so forth. As the number of retransmission attempts increases, the 

number of possibilities for delay increases exponentially [25-26].  

Similarly, an exponential operator is used in this novel adaptive algorithm to decide to switch from a higher state to a lower 

state. The drop-off algorithm is dynamic as it re-evaluates at every successful transmission. It gets reset to 0 when it leaves the 

state and jumps to a lower state and starts a new packet transmission at a lower power level. 

In this paper, this protocol is compared with the standard RSSI-based channel estimation and power control algorithm 

(ATPC) using real world RSSI data when sensors are stationary. The next section explains the ATPC protocol in details. 

2.2   ATPC: Adaptive Transmission Power Control for wireless sensor networks 

The first adaptive power control protocol for wireless sensor network was proposed in [4]. Results show that the ATPC 

only consumes 53% of the transmission energy of the maximum transmission power solutions and 78.8 % of that of network 

level transmission power solutions [3]. In ATPC, the sensor nodes build a model for each of its neighboring nodes that describe 

the correlation between the transmission power and the link quality. The radio link quality varies over time and with 

environment. The objective of the ATPC protocol is to find out the minimum transmission power level to maintain a good 

quality link (~PSR > 98%) and dynamically change the transmission power level over time to address the time varying nature of 

the wireless channel. Each node sends beacon packets at different transmission power level to the neighboring node and makes 

note of the RSSI value that it receives on the feedback path. Based on this information, the node builds a predictive model and 

uses least square approximation method to calculate the desired transmission power level. 

In run time, it also monitors the link quality by using the information of RSSI and setting the upper and the lower limits to 

the link quality estimator. As long as the RSSI value is steady and within the range, the transmitter is not required to adjust the 

power level. Therefore, the upper and lower limits are critical design parameter to make ATPC energy efficient. The other 

important parameters of ATPC protocol are the link quality threshold, the frequency of transmission power control and the 
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number of sample packets in the setup phase. Based on the empirical findings regarding the temporal variation of the link quality, 

the paper suggested that one packet per hour would maintain the freshness of the predictive model. 

3. Simulation parameters 

The general simulation parameters are presented in Table 5. 

Table 5 General simulation parameters for comparison of ATPC 

         with non-RSSI based adaptive protocol in MATLAB 

Modulation technique BFSK 

Channel data Rate 250 kbps 

Maximum Doppler spread 20 Hz 

Packet size 41 bytes 

Cyclic redundancy check CRC-16 

Multi-path Fading channel model 
UMTS Indoor Office  

Test Environment [27] 

Eb/N0 Derived from the RSSI values 

Retry limit in fixed power transmission and ATPC 3 

Retry limit to highest power level  

in state 4 of adaptive protocol 
3 

RSSI threshold -90 dBm 

 3.1 Simulation design of the working principle of ATPC 

The ATPC protocol changes its output power based on the RSSI value of the most recent transmitted packet. It has the 

four power levels to choose from and uses the decision matrix as explained in Table 6. It is known that the minimum RSSI level 

to maintain high PSR (> 95%) is approximately -90 dBm [28] [5]. Therefore, it is set as the minimum threshold. Here 

RSSI_TH is the RSSI threshold and RSSI is the received signal strength indicator of the transmitter packet. In this simulation, 

the performances of the ATPC are observed at channel sampling/scanning interval of 1, 5, 10, 50 and 100 transmissions. 

Table 6 Decision matrix table of ATPC on run time 

 
New transmission power level 

-18 dBm -12 dBm -6 dBm 0 dBm 

C
u

rr
en

t 
P

o
w

er
 l

ev
el

 

-18 dBm 
RSSI >= 

RSSI_TH 
RSSI_TH - RSSI <= 6 dB 

6 dB < RSSI_TH - RSSI 

< 12 dB 

RSSI_TH - RSSI  

> 18dB 

-12 dBm 
RSSI - RSSI_TH 

>= 6 
RSSI - RSSI_TH ~ 0 RSSI_TH - RSSI  <=6 

RSSI_TH - RSSI  

> 6 

-6 dBm 
RSSI- RSSI_TH 

>= 12 dB 
RSSI- RSSI_TH <=6 dB RSSI - RSSI_TH ~ 0 

RSSI-TH- RSSI > 

= 6 dB 

0 dBm 
RSSI- RSSI_TH 

>= 18 dB 

6 dB  < RSSI – RSSI_TH <= 

12 dB 

RSSI – RSSI_TH <= 6 

dB 

RSSI - RSSI_TH 

~ 0 

During each cycle of power control, the ATPC compares the present RSSI with the RSSI_TH. If the difference between the 

current RSSI and RSSI_TH is negligible or equal to 0, then the new power level is same as the old power level. These conditions 

are highlighted in bold brown. Only when the current power level is -18 dBm and RSSI is greater than the RSSI_TH, it sticks to 

-18 dBm. 

3.2 Conditions when to ramp up output power: 

 When RSSI_TH > RSSI, it is required to ramp up power for subsequent packets. 

 When RSSI_TH - RSSI ≤ 6 dB, the output power is incremented by 6 dB. For example, when current output power is -12 

dBm, then new power level will be -6 dBm. These conditions are highlighted in bold blue.  
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 When 6 dB < RSSI_TH - RSSI < 12 dB, then the output power level is incremented by 12 dB. For example, if the current 

output power is -18 dBm, then new power level will be -6 dBm. These conditions are highlighted in bold black.  

 When RSSI_TH - RSSI ≥ 12 dB and the current power level is -18 dBm, then the new power level will be 0 dBm. 

 When RSSI_TH - RSSI ≥ 6 dB and the current power level is -12 dBm, then the new power level will be 0 dBm. 

3.3 Conditions when to ramp down output power: 

 When RSSI - RSSI_TH ≥ 18 dB and output power is 0 dBm, then power level can be decremented by 18 dB to -18 dBm as 

that will satisfy RSSI ≥ RSSI_TH. 

 But when 6 dB < RSSI – RSSI_TH ≤ 12 dB, the output power level decrements to -12 dBm. When RSSI – RSSI_TH ≤ 6 dB, 

the output power level decrements by 6 dB. 

 When RSSI - RSSI_TH ≥ 6 dB and current power level is -12 dBm, then the current power level can be decremented by 6 dB 

to -18 dBm. 

 Finally, when the current power level is -6 dBm and RSSI- RSSI_TH ≤ 6 dB, the power level decrements to -12 dBm, while 

if RSSI- RSSI_TH ≥  12 dB, it decrements by 12 dB. 

It is known that the minimum RSSI level to maintain high PSR (> 95%) is -90 dBm. Therefore, -90 dBm is set as the 

minimum threshold. Here RSSI_TH is the RSSI threshold and RSSI is the received signal strength indicator of the transmitter 

packet. In this simulation, the performances of the ATPC are observed at channel sampling/scanning interval of 1, 5, 10, 50 and 

100 transmissions. 

4. Performance parameters 

The performance parameters are: 

• Average cost per successful transmission 

• Expected success rate or protocol efficiency [15] 

One of the parameters for the optimization is the energy consumed per useful bit transmitted over a wireless link [3, 29]. 

Similarly in this paper, the cost per successful transmission has been considered. 

_
T

s avg

S L

C
C

P P




 
(1) 

where   

           Cs_avg = average energy cost per successful transmission 

           CT = total cost of transmission 

           PL = number of lost packets 

           PS = Number of packets to send 

All cost values are measured in mJoules. The total cost of transmission includes the expenditure for the first transmission 

attempt of a packet and the subsequent retries if the first attempt fails. The total packet to send count does not include the retry 

packets. Therefore, the denominator in equation 3 is only the count of successfully transmitted packets.  

The expected success rate or efficiency is defined as the expected number of successes and takes into account the average 

number of retries [3]. It can also be defined as the expected number of successes per 100 transmissions. Mathematically, 
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where  

           Succrate = expected success rate 

           RetT = total number of retries 

Here PS – PL = total number of successes (Psucc). If both the numerator and denominator are divided by Ps, then in 

percentage term, 

(%)
1

rate

avg

PSR
Succ

Ret



 

(3) 

where 

Retavg = average number of retries per packet and is defined as 

T
avg

S

Ret
Ret

P
  

(4) 

Here, 

100succ

S

P
PSR

P
   

(5) 

This parameter indicates the total number of transmissions (on average) to achieve a given packet success rate (PSR). 

5. Collection of the RSSI values 

In this paper, we have considered a star topology where all the sensors connect to one base station via a single hop. These 

sensors are responsible for transmitting, for example, temperature, humidity and occupancy data as well as health related vital 

information in a smart home environment with assisted living. In industrial set up, these sensors transmit key monitoring 

parameters like humidity and temperature, valve control position among others.  These kind of indoor radio environments pose 

challenge in terms of reliable data delivery and energy efficiency of the sensor node. This is because the radio signal in indoor 

environment suffers from fading because of multipath propagation where the radio signal from the transmitter arrives at the 

receiver through multiple paths.  

During the busy hour, there are lots of movement of people in between the hub and the transmitting sensor. These 

movements induce a time varying Doppler shift on multipath components. Fading effect due to frequency shift of the radio 

signal cannot be ignored when the sensor is stationary. Besides, there can be temporary signal attenuation if people have 

gathered around. All these affect the radio link quality over time. During the non-busy hours of the University, fading effect due 

to movement is minimal while the multipath effect still exists. In order to study the variation of the signal level in these kind of 

indoor radio environment, the RSSI values from the access points of wireless LAN setup in office environment, commercial 

setup ( shopping center) and social setup (University dining hall) are collected.  

The primary source of noise or interference to the signal that is considered in this paper is the signal attenuation because of 

distance, the partitions in between the transmitter and the base station and the momentary signal fluctuation due to multipath 

fading as well as movements of people in between the sensor and the base station. 

The NetSurveyor tool [30] was used to collect RSSI of beacon signals from a wireless access point that are send every 5 

seconds. NetSurveyor is an 802.11 (Wi-Fi) network scanning cum discovery tool that gathers information about nearby wireless 

access points in real time. These beacon frames are transmitted periodically by the WIFI access points (AP) to announce the 

presence of a wireless LAN [31-32]. It contains all the information about the network. Since the AP transmits at a fixed power 

level, any variation in the RSSI value is an indication of the link quality variation,  therefore, the received Eb/N0. There were 
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several APs that were transmitting the radio beacon signal. For the simulation purpose, the RSSI data of that AP was used that 

was providing the strongest signal. The access point emulates the transmitting sensor while the data collection device (the laptop 

in this case) acts as the base station.  

In simulation, these RSSI values correspond to the minimum output power level (-18 dBm). Hence, it indicates the base 

channel condition over which power ramping may be required to meet the link quality requirement.  This link quality change can 

be transient or have an effect over a longer period of time. Therefore, the RSSI values can be used to adapt or manipulate the 

output power. This setup emulates the real world approach of ATPC protocol where the RSSI values from the neighboring node 

in response to the beacon signal are used to setup the output power level in the initialization phase or during run time. In the 

single hop topology, it is the hub that piggybacks the RSSI information to the sensor. A 5 second interval between fresh RSSI 

values indicates that the sensor is transmitting at a rate of 1 packet every 5 seconds and therefore has received the RSSI value as 

the feedback from the hub. 

 5.1 Data collection scenarios and calculation of the Eb/N0 

There are two types of RSSI variation scenarios that are investigated. They are collected from three different environments 

after an interval of 5 seconds. They are 

 Three sets of long term data over a period of approximately 10 hours from within University campus building.  The distance 

between the transmitter and receiver is approximately 24 meters. 

 Three sets of short term data over the busy period of the day (approximately between 90 minutes and 120 minutes) from town 

shopping centre. The distance between the transmitter and receiver is approximately 30 meters. 

 Three set of short term data over the busy period of the day (approximately between 90 minutes and 120 minutes) from 

University dining hall. The distance between the transmitter and receiver is approximately 25 meters. 

5.2  Images of the mentioned scenarios are added in appendix 

RSSI is a measurement of signal power and which is averaged over 8 symbols of each incoming packet [4]. The value of 

RSSI is dependent on the received power, the channel data rate and the noise spectral density (N¬0). If the received average bit 

energy is denoted by Eb and channel data rate as R, then by definition, in dBm, 

0

bE
RSSI Noise Power

N
   

(6) 

If the noise floor is assumed to be constant, the RSSI value will depend on the average bit energy and channel data rate. In 

dBm scale, the relationship between the RSSI and Eb/N0 is linear with intercept of -119.9978 dBm at x-axis. Different data rate 

will have different intercept values when the noise floor level is kept constant. The value of -119.9978 is derived from the value 

of N0 and channel data rate set at 250 kbps for simulation. 

Noise Power KTR  (7) 

where 

K = Boltzmann’s constant (1.28 x10-23 Joules/Kelvin) 

T = Noise temperature in Kelvin (290 K) and 

R = 250 kbps 
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Therefore, the linear relationship between RSSI and Eb/N0 takes the following form in equation (9) which is derived from 

equation (7). 

0

119.9978bE
RSSI

N
   

(8) 

6. Comparison of the optimal cost values of ATPC, adaptive power control and fixed power 

transmission using RSSIdata from three different locations 

In section 6, performance parameters of ATPC, fixed power and non-RSSI based adaptive power control algorithms are 

compared.  

6.1  Long term RSSI data collected over a period of approximately 10 hours inside University building 

Two sets of data are collected during the period of approximately 10 hours. The busy hour RSSI variation was captured by 

logging the data between 8:30 a.m. till 5 p.m. The variation of Eb/N0 over time for one of the data sets is presented in Fig. 3. The 

RSSI data are collected using a laptop. Using equation (4), the RSSI values are converted to corresponding Eb/N0 values. The 

occasional drop to 20 dB is due to fading. Overall, this indicates that the channel link quality is very good.  

 
Fig. 3 The variation of the average Eb/N0 over time. Along x-axis, the numbers of transmissions are noted. The average 

Eb/N0 is quite high (>60 dB) and occasionally dropped to 20 dB. Since the distance between the access point and 

the laptop is constant, the drop in the value is attributed to human movements in between and multipath effects 

The normalized frequency distribution plots of the Eb/N0 of one of the data sets are shown in Fig. 4. 

 
Fig. 4 The frequency distribution plot of the received Eb/N0 from data set 1 shows that occasionally the signal level    

has dropped by 30-40 dB, primarily due to multipath fading. Overall, the link quality has been good 
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The normalized frequency distributions of the other two data sets are also similar to the one shown in Fig. 4. The frequency 

distribution plots also signify the amount of time (%) the channel link quality has remained above a certain value. In both these 

figures, a high % of time (>85%) the Eb/N0 is more than or equal to 60 dB. The PSR and the efficiency values of all the 

transmission strategies are 100 and higher that 98% respectively and their differences are negligible. Therefore, they are not 

plotted. Table 7 shows the average values of the performance parameters of the different transmission strategies that are 

compared in this paper. 

Table 7 Average cost, PSR and protocol efficiency of data sets inside University building 

ATPC- RSSI based adaptive power control 

Channel scanning 

frequency 
PSR % 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

Every time 

the sensor transmits 
100 0.0308 99.10 

Every 5 transmissions 100 0.0308 99.08 

Every 10 transmissions 100 0.0308 99.07 

Every 50 transmissions 100 0.0309 99.08 

Every 100 

transmissions 
100 0.0310 99.15 

Non-RSSI based adaptive power control 

Drop-off factor R PSR % 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

0.01 100 0.0322 98.99 

0.05 100 0.0317 98.70 

0.1 100 0.0315 98.63 

0.5 100 0.0312 98.68 

1 100 0.0312 98.57 

Fixed power transmission 

Output power PSR % 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

-18 dBm 100 0.0306 99.27 

-12 dBm 100 0.0326 99.94 

-6 dBm 100 0.0390 100.00 

0 dBm 100 0.0490 100.00 

 

 

Fig. 5 University building- Comparison of the minimum cost due to different transmission strategy shows that 

there is hardly any difference in the average cost per successful transmission 

Fig. 5 has compared the minimum average cost of successful transmission based on the three data sets of University 

building. 
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The optimal cost values of each transmission strategy are plotted. The average Eb/N0 values due to transmission at lowest 

power level (-18 dBm) is high. That explains the facts from Fig. 5 that fixed power transmission at -18 dBm provides the most 

energy efficient solution. Any ramping-up in power level will always be wastage of power. The energy consumption values of 

the adaptive algorithm matches closely when the value of drop-off rate is 0.5. It signifies that the state-based system can perform 

most energy efficiently under very good link quality when it drops-off the fastest. Section 6.2 compares the energy cost due to 

ATPC, adaptive power control and fixed power transmission when the RSSI data are collected over a short and busy period of 

the day. 

6.2  Short term busy hour RSSI data collected from University dining hall during busy hours 

The variation of the Eb/N0 and their normalized cumulative distribution are plotted in Fig. 6 and Fig. 7. The channel link 

quality is still good, with occasional drop to 20 dB due to multi-path fading effect. Since the over-all link quality is still very 

good (average Eb/N0 > 55 dB), the PSR and the efficiency values in all these cases are 100 and higher than 98% respectively and 

their differences are negligible. Therefore, they are not plotted. The tabulated data of the performance parameters averaged over 

the three sets of observations are presented in table 8. Fig. 8 compares the minimum cost per successful transmission when 

University dining hall data are used. The difference in the cost is negligible. This is due to the very good quality of link quality 

(average Eb/N0 >55 dB) for most of the time (> 93%). 

Table 8 Average cost, PSR and protocol efficiency inside University dining hall 

ATPC- RSSI based adaptive power control 

Channel scanning 

frequency 
PSR % 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

Every time  

the sensor transmits 
100 0.0319 98.65 

Every 5 transmissions 100 0.0317 98.21 

Every 10 transmissions 100 0.0317 98.14 

Every 50 transmissions 100 0.0313 98.05 

Every 100 transmissions 100 0.0314 97.86 

Non-RSSI based adaptive power control 

Drop-off factor R PSR % 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

0.01 100 0.0328 98.19 

0.05 100 0.0319 98.21 

0.1 100 0.0316 98.15 

0.5 100 0.0315 97.98 

1 100 0.0314 97.85 

Fixed power transmission 

Output power PSR % 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

-18 dBm 100 0.0310 97.74 

-12 dBm 100 0.0328 99.17 

-6 dBm 100 0.0391 99.59 

0 dBm 100 0.0490 99.82 
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Fig. 6 The variation of the average Eb/N0 from University dining hall during busy hour between 11:30 a.m. and 1:00 

p.m. The average Eb/N0 is quite high (>55 dB) and occasionally dropped to 20 dB. The busy hour period shows 

that the average Eb/N0 can widely fluctuate between high Eb/N0 (> 55 dB) and low Eb/N0 (~20 dB) 

 
Fig. 7 The frequency distribution plot of the received Eb/N0 from University dining hall during busy hour shows the 

rapid  fluctuation in the signal level caused by movements of people in between the transmitting sensor and 

receiver 

 
  Fig. 8 University dining hall-Comparison of the minimum cost due to different transmission strategy shows that there 

is negligible difference in the cost per successful transmission 
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6.3    Short term RSSI data collected from town shopping center during busy hours of weekends 

Three sets of short time data during busy hours of the town shopping center have been collected. The nature and the 

distribution of the variation of the Eb/N0 values of the two data sets are almost similar. Therefore, the results of one of the sets are 

only presented. The variation of the Eb/N0 is plotted in Fig. 9. It shows the significant variation of link quality during busy hours, 

primarily due to multipath fading effect as people move around in the shopping center. 

 
Fig. 9 It shows the variation of the average Eb/N0 from town shopping center during busy hours 

                              between 11:30 a.m. and 1:30 p.m. 

The distributions of the Eb/N0 of the three sets of data are similar in nature. Fig. 1 shows the normalized distribution plot. 

It is expected that in a town shopping center during busy hours, the signal level will drop more frequently. 

 

Fig. 10 The distribution plot of the received Eb/N0  from town shopping centre during busy 

hours between 11:30 a.m. and 1:30 p.m. shows that Eb/N0  at 20 dB is significantly 

high (~20%) which indicates that link quality has fluctuated frequently 
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Table 9 presents the average values the performance parameters based on the three sets of collected data. 

Table 9 Average cost, PSR and protocol efficiency inside shopping centre 

ATPC- RSSI based adaptive power control 

Channel scanning  

frequency 

Avg. Cost per successful 

transmission mJ 
PSR % 

Protocol 

Efficiency % 

Every time  

the sensor transmits 
0.0315 100 98.44 

Every 5 transmissions 0.0314 100 98.03 

Every 10 transmissions 0.0314 100 98.02 

Every 50 transmissions 0.0313 100 98.12 

Every 100 

transmissions 
0.0311 100 97.88 

Non-RSSI based adaptive power control 

Drop-off factor R 
Avg. Cost per successful 

transmission mJ 
PSR % 

Protocol 

Efficiency % 

0.01 0.0328 100 98.19 

0.05 0.0319 100 98.11 

0.1 0.0316 100 98.12 

0.5 0.0300 100 97.90 

1 0.0301 100 97.74 

Fixed power transmission 

Output power 
Avg. Cost per successful 

transmission mJ 
PSR % 

Protocol 

Efficiency % 

-18 dBm 0.0310 100 97.91 

-12 dBm 0.0327 100 99.24 

-6 dBm 0.0391 100 99.67 

0 dBm 0.0490 100 99.82 

Fig. 11 compares the cost per successful transmission in different transmission strategies. There is no significant difference 

observed. The average Eb/N0 is around 58 dB indicating a fairly good link quality. 

 
Fig. 11 Town shopping center- Comparison of the minimum cost due to different transmission strategy 

shows that there is no significant difference in the cost per successful transmission 

It can be seen that when the average Eb/N0  is high (> 55 dB), then even momentary fluctuations in the order of 35-40 dB 

caused by movements in between the transmitter and the receiver does not seriously affect the packet success rate, the cost of 

successful transmission and efficiency. In general, the adaptive power control algorithm can be energy efficient as compared to 

fixed power transmission when there is enough scope or space for manipulation. The results of these section show that when the 

link quality is good even at -18 dBm output power level, the adaptive algorithm has little scope to save energy. Transmission at 
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the lowest power level provides the minimal solution. In section 7, the mean Eb/N0 is decremented by 20 dB in order to compare 

the costs and efficiencies in different transmission strategies. 

7. Comparison of PSRs, costs and efficiencies when mean Eb/N0 is reduced by 20 dB 

This section has studied the performance of the transmission strategies when the average or mean Eb/N0 is reduced by 20 

dB.  It signifies the scenario when the distance between the sensor and the base station is further increases so that the net path 

loss is increased. With respect to each of the cases discussed in the previous section, the fluctuation of the Eb/N0 is now roughly 

between 0 dB and 40 dB. The adaptive power control protocol (both RSSI and non-RSSI based) are now in a position to 

modulate the output power level when the signal level has dropped. Results in the next subsection shows that the optimal energy 

level in fixed power mode is no longer -18 dBm. This higher power level has also pushed the average cost of successful 

transmission high. 

7.1   University building (set 1 and set 2) with average Eb/N0 reduced by 20 dB  

Table 10 shows the average of the performance parameters of the data that were collected. Fig. 12 compares the minimum 

or the optimal cost of each of the transmission strategies when University building data sets 1, 2 and 3 are used, along with their 

corresponding PSR and protocol efficiency values. It shows that the non-RSSI based adaptive protocol has proven to be more 

energy efficient than the fixed power transmission and ATPC. Fig. 12 suggests that the adaptive protocol can save 

approximately 7% energy as compared to ATPC and can consume 12% less energy than fixed power transmission. The PSR and 

the protocol efficiency of the non-RSSI based protocol are higher than that of the other two transmission strategies. 

Table 10 Average cost, PSR and protocol efficiency inside University building 

ATPC- RSSI based adaptive power control 

Channel scanning 

frequency 

PSR 

% 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

Every time 

the sensor transmits 
95.68 0.0394 88.10 

Every 5 transmissions 95.71 0.0400 88.27 

Every 10 transmissions 95.87 0.0396 88.52 

Every 50 transmissions 95.85 0.0402 88.51 

Every 100 transmissions 94.96 0.0404 86.54 

Non-RSSI based adaptive power control 

Drop-off factor R 
PSR 

% 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

0.01 99.70 0.0376 94.56 

0.05 99.70 0.0370 92.28 

0.1 99.70 0.0369 91.16 

0.5 99.70 0.0371 88.65 

1 99.70 0.0372 87.91 

Fixed power transmission 

Output power 
PSR 

% 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

-18 dBm 93.52 0.0413 82.35 

-12 dBm 94.69 0.0414 84.03 

-6 dBm 99.41 0.0419 94.04 

0 dBm 99.99 0.0498 98.67 
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Fig. 12 University building - Comparison of the minimum cost and the corresponding PSR 

and protocol efficiencies due to different transmission strategy shows that the 

adaptive protocol can save 7%  and 12% energy as compared to ATPC and fixed 

power transmission and outperforming the others in terms of PSR and efficiency 

7.2   University dining hall with average Eb/N0 reduced by 20 dB 

Table 11 has tabulated all the performance parameter values of the data that were collected from University dining hall 

during busy hours. 

Table 11 Average cost, PSR and protocol efficiency inside University dining hall during busy hour 

ATPC- RSSI based adaptive power control 

Channel scanning 

frequency 
PSR% 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

Every time 

the sensor transmits 
92.44 0.0461 74.07 

Every 5 transmissions 90.43 0.0514 70.45 

Every 10 transmissions 89.88 0.0523 69.61 

Every 50 transmissions 89.27 0.0534 68.38 

Every 100 transmissions 86.62 0.0538 63.33 

Non-RSSI based adaptive power control 

Drop-off factor R PSR% 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

0.01 99.53 0.0448 92.20 

0.05 99.37 0.0431 89.03 

0.1 99.16 0.0431 87.22 

0.5 98.98 0.0420 84.25 

1 98.97 0.0422 83.04 

Fixed power transmission 

Output power PSR% 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

-18 dBm 83.84 0.0568 60.59 

-12 dBm 86.98 0.0556 63.56 

-6 dBm 98.46 0.0462 85.42 

0 dBm 99.88 0.0508 96.34 
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Fig. 13 University dining hall- Comparison of the minimum cost and their 

corresponding PSR and protocol efficiencies due to different 

transmission strategy shows that the adaptive protocol consumes 10% 

less energy than ATPC protocol and fixed power transmission, with 

comparable PSR and efficiency. 

Results of the simulation are shown in Fig. 13. It suggests that the adaptive protocol has emerged out to be the best 

performer in terms of saving energy. It consumes approximately 10% less energy per successful transmission than ATPC and 

fixed power transmission. 

7.3   Town shopping center with average Eb/N0 reduced by 20 dB 

Table 12 has tabulated all the performance parameter values of the data that were collected from University dining hall 

during busy hours. 

Table 12 Average cost, PSR and protocol efficiency inside shopping centre during busy hour 

ATPC- RSSI based adaptive power control 

Channel scanning 

frequency 
PSR % 

Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

Every time  

the sensor transmits 
90.78 0.0479 70.73 

Every 5 transmissions 90.05 0.0498 68.11 

Every 10 transmissions 89.37 0.0508 65.62 

Every 50 transmissions 88.9 0.0504 65.93 

Every 100 transmissions 88.92 0.0522 62.25 

Non-RSSI based adaptive power control 

Drop-off factor R PSR % 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

0.01 99.83 0.0438 92.20 

0.05 99.83 0.0419 89.03 

0.1 99.8 0.0417 87.22 

0.5 99.85 0.0409 84.25 

1 99.83 0.0410 83.04 

Fixed power transmission 

Output power PSR % 
Avg. Cost per successful 

transmission mJ 

Protocol 

Efficiency % 

-18 dBm 83.84 0.0568 60.59 

-12 dBm 86.98 0.0556 63.56 

-6 dBm 98.46 0.0462 85.42 

0 dBm 99.88 0.0508 96.34 
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Fig. 14 shows that the adaptive protocol has outperformed the ATPC protocol in terms of PSR, protocol efficiency and cost. 

Referring to Fig. 10, there was enough scope of output power modulation. The occupancy of the link quality around 20 dB (in 

terms of Eb/N0) is high (more than 20%). The adaptive protocol makes full use of its adaptive power capability to save energy 

while maintain a high PSR and protocol efficiency. It is able to save more than 17% energy than ATPC and fixed power 

transmission. 

8. Comparison of PSRs, costs and efficiencies when mean Eb/N0 is further reduced by 20 dB 

If the mean Eb/N0 is further reduced by 20 dB, then the behavior of the channel is such that it oscillates between a good 

channel state (Eb/N0 > 20 dB) and a bad channel state (Eb/N0 ~ 0 dB). The sample normalized frequency distributions of the 

Eb/N0 are shown in Fig.15. 

 
Fig. 15 University building- The normalized frequency distribution of the Eb/N0 values 

suggests that channel is in bad condition for ~20% of time. 

 
Fig. 14 Town shopping center- Comparison of the minimum cost and their corresponding PSR and protocol 

efficiencies due to different transmission strategy shows that the adaptive protocol consumes 17% less 

energy than the ATPC protocol, outperforming the others in terms of PSR and efficiency 
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Fig. 16 University dining hall - The frequency distribution of the Eb/N0 values in during busy 

hour shows that the channel quality has oscillated between good and bad. In good 

state most of the packets will be successfully transmitted, while in bad state almost no 

packet transmission will be successful 

 
Fig. 17 Town shopping center- The frequency distribution of the Eb/N0 values during busy 

hour shows that the channel quality has oscillated between good and bad. In good 

state most of the packets will be successfully transmitted, while in bad state almost 

In such link conditions, the PSR will depend on the occupancy rate of the channel state at or below Eb/N0 of -20 dB. This 

is because when the Eb/N0 is -20 dB, power ramping up to 18 dB is not sufficient to make successful packet transmission 

possible. All the transmission strategies have approximately similar PSR and protocol efficiency. The fixed power transmission 

provides the optimal solution in terms of energy required per successful transmission in most of the scenarios that are discussed. 

9. Conclusions 

The results in this paper demonstrate the advantages and limitations of using power control under different channel 

conditions to achieve energy efficiency. When the link quality is good (mean Eb/N0 > 55 dB for the lowest power level) with 

occasional drop by 20-30 dB due to fading, all the transmission strategies have comparable performances. This is because there 

was no scope of output power maneuvering to achieve energy efficiency. When the mean Eb/N0  is dropped by 20 dB, the  

adaptive power control approach has proved to be energy-saving as compared to fixed power and ATPC when. Under this new 

channel condition, the mean Eb/N0 is now approximately 30-35 dB and occasional signal drop to 0 dB has resulted in 

manipulation of power level. When the mean Eb/N0 is further dropped by 20 dB, it represented a pure two state channel. The 

channel link quality oscillates between the good state and the bad state. In the good state, the average Eb/N0 is around 15-20 dB 
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and most of the packets were successfully transmitted. In the bad state, the average Eb/N0 is -20 dB and all the packets were 

dropped. In this type of channel condition, the energy saving solution is provided by the fixed power transmission strategy 

because any ramping up of output power in bad state will not be sufficient to send a packet successfully. While in good state, it 

is not required to ramp up power for successful transmission. The non-RSSI approach can be a cost effective solution as 

compared to a RSSI based channel estimation method (ATPC) when the sensor and the hub are within the communicable 

distance. 
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Appendix A.  Some experimental scenarios and radio propagation environments 

A.1 Within University building 

  
Fig A.1.1 Sample radio environment Fig A.1.2 Sample radio environment 

 
Fig A.1.3 Sample radio environment 
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A.2   Shopping Mall food court during busy hours 

 

Fig A.2.1 Sample radio environment of Shopping Mall food court 

A.3   University dining hall during busy hours 

 

Fig A.3.1 Sample radio environment of University dining hall during busy hours 
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Abstract 

The increasing complexity of Wireless Sensor Networks (WSNs) is leading towards the deployment of 

complex networked systems and the optimal design of WSNs can be a very difficult task because several constraints 

and requirements must be considered, among all the power consumption. This paper proposes a novel fuzzy logic 

based mechanism that according to the battery level and to the ratio of Throughput to Workload determines the 

sleeping time of sensor devices in a Wireless Sensor Network for environmental monitoring based on the IEEE 

802.15.4 protocol. The main aim here is to find an effective solution that achieves the target while avoiding complex 

and computationally expensive solutions, which would not be appropriate for the problem at hand and would impair 

the practical applicability of the approach in real scenarios. The results of several real test-bed scenarios show that 

the proposed system outperforms other solutions, significantly reducing the whole power consumption while 

maintaining good performance in terms of the ratio of throughput to workload. An implementation on off-the-shelf 

devices proves that the proposed controller does not require powerful hardware and can be easily implemented on a 

low-cost device, thus paving the way for extensive usage in practice. 

 

Keywords: wireless sensor networks, fuzzy logic controller, power consumption, IEEE 802.15.4 

 

1. Introduction 

Technology advances in chip miniaturization, energy consumption and wireless communication have enabled the 

development and the deployment of new applications based on Wireless Sensor Networks (WSNs) [1]. A WSN is an ad-hoc 

network composed of tiny devices with limited energy and computational resources, and it equipped with sensors in order to 

gather physical measures from the monitored environment. A lot of research effort has been spent on WSNs and many 

architectures [2,3] and protocols [4,5] have been developed. Typical civil WSNs are basically not complex monitoring systems, 

whose applications encompass environment and habitat monitoring [6,7], home automation [8,9], industrial sensing [10,11] 

and intelligent transportation systems [12,13]. In these WSNs, sensors gather the required information, mostly, according to a 

fixed temporal schedule, and send it to the sink, which interfaces with a server or a computer. Only at this point data from 

sensors can be processed, before being stored. 

A WSN is composed by several nodes that communicate among each other through a wireless channel. These nodes are 

typically battery-powered, and equipped with low-performance processors and small memories in order to reduce the power 

requirements. It is useful to note that a common WSN node comprises five main components [14]: a processing unit 

(microcontroller, processor, FPGA, ...), memories (DRAM, SRAM, Flash, ...), sensors and actuators, multiple communication 
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layers (physical radio, Medium Access Control, Routing, ...) and a power supply (external power supply, batteries, solar 

cells, ...). During the design phase, the cooperation of all these components must be combined in order to identify the 

configuration that best fits the design objectives.  

Recent advances in low power transceivers and microprocessor dimensions have led to cost effective tiny sensor devices 

that combine sensing with computation, storage and communication. However, one of the major issues in WSNs is the power 

consumption, due to the fact that sensors are mainly battery powered. For example, a battery-operated sensor device that wakes 

up once every few minutes to check an environmental parameter needs to consume as little power as possible in order to 

minimize the battery replacement. In several cases, nodes are deployed in harsh environments, such as underground or 

underwater, where replacing battery could be an unfeasible operation. Extending the network lifetime is a crucial concern. In 

fact, there is a main requirement that make a wireless protocol ideal for use in the WSNs, that is the energy efficiency. 

A great deal of effort has been made by researchers to find effective strategies in order to increase network lifetime. These 

strategies encompass network node deployment, routing mechanisms and data aggregation. In fact, an appropriate node 

deployment is probably the most critical issue to be addressed in order to reduce communication costs within a WSN [15]. 

Subsequently, once the network is deployed, the use of appropriate routing mechanisms could help to considerably increase its 

lifetime because a convenient choice of paths to route data may result in significant energy conservation. Therefore, network 

lifetime optimization can be achieved not only with the reduction of packet transmission power, but also with the involvement 

of data processing in order to reduce the amount of data delivered to sinks; this is the principle behind node clustering protocols 

[16].  

The energy consumption in WSNs is determined by three main components that are sensing, processing and transmission. 

Sensing energy consumption for sensor node is determined by the specific characteristics of the sensor, and its value is 

determined based on the device datasheet. On the contrary, processing energy consumption 𝐸𝑖,𝑘
𝑝𝑟𝑜𝑐

 for sensor node i and task k 

is proportional to the complexity of task k (the number of instructions Ik needed to complete it) and to the average energy 

consumption per instruction 𝐸𝑖
𝑖𝑛𝑠 related to node i. This relationship can be expressed as follows: 

                 𝐸𝑖,𝑘
𝑝𝑟𝑜𝑐

= 𝐼𝑘 × 𝐸𝑖
𝑖𝑛𝑠 (1) 

Furthermore, as shown in [17], there are two main components that must be taken into account, which are the transmission and 

reception energy consumption: 

                 {
𝑃𝑖𝑗
𝑇 = 𝑃𝑖

𝑇0 + 𝑃𝑖
𝐴(𝛿𝑖𝑗) = 𝑃𝑖

𝑇0 +
𝑃𝑖
𝑇𝑥(𝛿𝑖𝑗)

𝜂𝑖
𝑃𝑗
𝑅 = 𝑃𝑗

𝑅0

 (2) 

where 𝑃𝑖𝑗
𝑇  and 𝑃𝑗

𝑅 are radio frequency power consumption values for transmitting and receiving respectively; 𝑃𝑖
𝐴(𝛿𝑖𝑗) is the 

power consumption of the Power Amplifier (PA), which depends on the distance 𝛿𝑖𝑗 between transmitting node i and receiving 

node j; 𝑃𝑖
𝑇0 and 𝑃𝑗

𝑅0 are the components of power consumption of the transmitting and receiving circuitry respectively; 𝑃𝑖
𝑇𝑥 is 

the output power at node i antenna which, for reliable transmissions depends on the distance 𝛿𝑖𝑗; 𝜂𝑖 is the drain efficiency of 

the PA at node i. Considering a channel in which the path loss component is predominant, the transmitted power 𝑃𝑖
𝑇𝑥(𝛿𝑖𝑗) can 

be expressed as follows: 

                   𝑃𝑖𝑗
𝑇𝑥(𝛿𝑖𝑗) = 𝑃𝑗

𝑅𝑥 × 𝐴𝑖𝑗 × 𝛿𝑖𝑗
𝛼𝑃𝐿 (3) 

where 𝐴𝑖𝑗 is a parameter determined by the characteristics of the antennas (such as gain and efficiency) and 𝛼𝑃𝐿 denotes the 

path-loss exponent, which is about 2 for free space. This kind of modelling is typical of free space propagation but it might be 

extended taking into account other fading effects. Considering the equations 2 and 3, the following equation can be derived: 
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                𝑃𝑖𝑗
𝑇 = 𝑃𝑖

𝑇0 +
𝑃𝑗
𝑅𝑥 × 𝐴𝑖𝑗 × 𝛿𝑖𝑗

𝛼𝑃𝐿

𝜂𝑖
 (4) 

Considering 𝜑𝑖𝑗 = 𝑃𝑗
𝑅𝑥 𝑚𝑖𝑛 × 𝐴𝑖𝑗, where 𝑃𝑗

𝑅𝑥 𝑚𝑖𝑛 is the minimum reception power at node j for a reliable communication, the 

equation 4 can be written as follows: 

                 𝑃𝑖𝑗
𝑇 = 𝑃𝑖

𝑇0 +
𝜑𝑖𝑗 × 𝛿𝑖𝑗

𝛼𝑃𝐿

𝜂𝑖
 (5) 

Defining 𝐸𝑖𝑗
𝑇𝑥 the energy per bit necessary to transmit data at rate R from node i to its adjacent node j, and 𝐸𝑗

𝑅𝑥 the per-bit 

energy consumed to receive data at node j, then they can be written as follows: 

                

{
 
 

 
 𝐸𝑖𝑗

𝑇𝑥 =
𝑃𝑖𝑗
𝑇

𝑅
=
1

𝑅
(𝑃𝑖

𝑇0 +
𝜑𝑖𝑗 × 𝛿𝑖𝑗

𝛼𝑃𝐿

𝜂𝑖
)

𝐸𝑗
𝑅𝑥 =

𝑃𝑗
𝑅

𝑅
=
𝑃𝑗
𝑅0

𝑅

 (6) 

Although several approaches have already been proposed in the literature in order to improve the energy management in a 

WSN, the use of innovative approaches based on soft computing techniques may be a viable solution in order to obtain an 

optimal power consumption management in a WSN. 

The soft computing techniques fit themselves well in WSN applications, since they have been proposed for the 

construction of new generation artificial intelligence (high machine intelligence quotient, human-like information processing) 

and for solving non-linear and mathematically un-modeled systems. The use of rule-based Fuzzy Logic Controllers (FLCs) [18] 

enables the implementation of multi-criteria control strategies. Fuzzy logic is widely adopted in WSNs because it can deal with 

uncertain and vague values, such as the interference between two nodes or their estimated distance. In these cases, an accurate 

computation may be too complex and it could also be meaningless due to the quick change of the network conditions. On the 

contrary, the use of smart setting and tuning techniques for FLCs can improve the energy savings in a WSN. For this reason, 

the FLCs, based on linguistic rules instead of inflexible reasoning, can be the right choice to describe a mechanism for energy 

saving in order to prolong the lifetime of network nodes. 

To cope with the power consumption problem in WSNs, this paper proposes a novel fuzzy logic based approach in an 

environmental monitoring context. The proposed wireless network architecture is based on the IEEE 802.15.4 protocol [19] 

and is organized in Environmental Monitoring Cells (EMCs). The energy saving of the network is obtained though a fuzzy 

module. In fact, the goal is to improve the low energy consumption of IEEE 802.15.4 through a fuzzy logic controller. The 

IEEE 802.15.4 protocol has been also chosen because it has a main advantage in its range since many IEEE 802.15.4 based 

technologies (e.g. ZigBee) support mesh whereby coverage can be extended by using routers. It is useful to note that this paper 

introduces a novel approach (not an application) to manage and to optimize the power consumption in WSNs. 

The paper is organized as follows. In Section 2, the main related works in order to deduce the innovations introduced with 

this work are shown. In Section 3, the system architecture is described, while the fuzzy based approach and the considered 

membership functions are introduced in Section 4. In Section 5, the performance obtained by the proposed approach are shown 

and, finally, in Section 6, the paper is summarized, reporting conclusions and future works. 

2. Related Works 

Energy saving is one of the fundamental issue that characterize the WSNs because most wireless devices are usually 

battery-powered. Therefore, it is essential to manage these devices to best utilize the scarce power resources over long time. In 

the literature adequate and complete research works that describes the application of a fuzzy logic controller in order to reduce 
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the power consumption over WSNs are missing. In fact, different approaches, methodologies and technologies have been 

proposed in the literature in order to reduce the energy consumption of wireless sensor networks based on the IEEE 802.15.4 

protocol. They achieve their goal but often their implementation is particularly difficult and requires modification of the stack 

protocol. On the contrary, in this paper, an approach to improve the energy consumption of a WSN nodes based on fuzzy logic 

is introduced, trying also to fill the gaps and difficulties in implementation of other approaches in the literature 

The authors of [20] propose a better conditioned energy-saving frame format of an enhanced distributed queuing medium 

access protocol for body sensor networks based on IEEE 802.15.4 protocol in healthcare scenarios. In fact, the main aim is to 

overcome the limitations of the IEEE 802.15.4 MAC in order to obtain an improved energy efficiency. The approach proposed 

by the authors is evaluated analytically and the results show that it outperforms the IEEE 802.15.4 MAC in terms of overall 

energy-consumption per information bit. Whereby, the authors highlight that their approach represents a remarkable 

improvement of the overall network energy efficiency, which scales well for very dense body sensor networks and it is 

particularly suitable in medical scenarios. 

A global study on energy considerations in the context of a wireless network based on the IEEE 802.15.4 technology is 

carried out in [21]. The authors want to emphasize that the lifetime announced by hardware manufacturer is clearly not suited 

when devices are used for networking. For this reason, they first show the impact of variable loads on battery chemistry 

reducing the node lifetime. In fact, these effects are non linear and are hardly predictable. Even at low duty cycle, the high 

currents needed for transmit/receive operations drastically reduce the node lifetime. Subsequently, the authors focus on the 

power consumption during the receive mode because it represents the worst case in terms of power consumption, at the end, 

they demonstrate the effectiveness of low power modes for increasing node lifetimes, obtained sacrificing the processing 

power in applications. 

In [22], an approach for load balancing to fairly distribute energy consumption among nodes in IEEE 802.15.4-based 

WSNs is introduced. In fact, the proposed approach aims to conserve energy of each node in order to extend the network 

lifetime. In order to achieve this goal, the authors propose a new dynamic association/re-association approach allowing path 

alternation relative to association criteria and their threshold parameters. Simulations results show the efficiency of the 

approach proposed by the authors in term of both energy distribution, which leads to a longer lifetime, and lower latency, for 

real-time communication. 

In [23], a reliable energy-efficient multi-level routing algorithm, based on a fuzzy inference system, for WSNs is 

proposed. The fuzzy-based approach proposed by the authors considers several network parameters, such as the residual 

energy, the number of neighbors’ nodes and the centrality for cluster formation, which are critical for well-balanced energy 

dissipation of the network. The main aim of the fuzzy reasoning algorithm is to choose the cluster heads and to construct a 

multi-hop routing among cluster heads in an energy efficiently way. Simulation results demonstrate that the approach 

introduced by the authors obtains significant energy savings and, at the same time, prolongs network lifetime when compared 

to other approaches in the literature. 

A fuzzy logic system is presented in [24] in order to save the battery life of WSN nodes and to have an efficient, robust 

and cost effective sensing network that can monitor events of interest, for example those of a home automation environment. 

The proposed fuzzy logic system helps efficiently to decide the situation of on/off state for active/sleep mode of the processing 

and communication parts of the sensor node. Simulation results show that the proposed system is energy efficient and have 

property of liveness, soundness, without any deadlock state during execution. 

The authors of [25] present transmission power control algorithms, based on soft computing techniques, in order to reduce 

the energy consumption in wireless sensor network, without affecting its throughput. Two algorithms are proposed, one using 

artificial neural network and the other using fuzzy logic control. The experimental results show that the proposed algorithms 
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obtain a marked improvement in performance when compared to the conventional Medium Access Control protocol of IEEE 

802.15.4 standard. 

The analysis of these research works clearly has shown that fuzzy logic can be applied in order to reduce the power 

consumption in several contexts. Therefore, although IEEE 802.15.4 has a low power consumption, it is clear that a fuzzy 

mechanism could be introduced in order to further improve the power consumption in environmental monitoring applications. 

3. The Proposed Network Architecture 

 

Fig. 1 Environmental monitoring IEEE 802.15.4 architecture 

The main aim of this paper is not to satisfy all the requirements of a WSN, but rather to improve the power consumption. 

In Fig. 1, the proposed network architecture is depicted and is composed by several Environmental Monitoring Cells (EMCs) 

based on the IEEE 802.15.4 protocol [19]. This standard defines the physical layer (PHY) and data-link specifications (MAC) 

in order to ensure low data-rate wireless communications among devices requiring low power. The wireless network for 

environmental monitoring proposed in this work is composed by all the EMCs within which there are different devices dealing 

with a specific task. Reduced Function Device (RFD) nodes measure a physical parameter of the monitored environment, such 

as temperature, humidity, light, smoke density, carbon monoxide, etc.. Then, they send acquired data to their Full Function 

Device (FFD) nodes. An FFD node could be a ZigBee router [26]. It forwards data received from RFD nodes to the First Pan 

Coordinator (FPC) that processes information and send appropriate command messages to the sensor nodes. 

It is useful to note that in IEEE 802.15.4 the transmission range varies considerably depending on the nature of the path 

that must be line of sight (LOS) for the most part. Transmit power level and receiver sensitivity are also factors to take into 

account. Under the best conditions, the range can be as great as 1000 meters with a clear outdoor path. Most applications cover 

a shorter range of 10 to 75 meters. Anyhow, it is necessary to take into account the energy consumption of the devices. For this 
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reason, the Energy Saving Fuzzy Controller proposed in this work, described in Section 4, is necessary in order to ensure the 

power consumption management. This module dynamically manages sampling times in order to prolong sleeping periods of 

sensor nodes. In this way, it is possible to improve the energy savings and, at the same time, prolong batteries and the network 

life-cycle. 

4. Energy Saving Fuzzy Controller 

 

Fig. 2 Proposed FLC Architecture 

Considering the proposed WSN, it is not possible to determine "a priori" the behavior of nodes since they are often used to 

monitor sporadic events. However, traffic flows generated by WSNs can be considered as periodic [27]. In this paper, a 

centralized mechanism is proposed in order to regulate the sleeping time of the field devices in a IEEE 802.15.4 network, with 

the aim of reducing their power consumption. Each RFD sends information about its operating conditions to the FPC when its 

sleeping time is expired. The FPC is a special device properly equipped for executing computational tasks. Anyhow, it is useful 

to note that generally in IEEE 802.15.4-based network the FPC nodes are not always battery powered. As shown in Fig. 2, in 

the proposed approach, the FPC node uses a Fuzzy Logic Controller (FLC) in order to calculate the new values of the 

sleeping_time of each RFD. The FLC determines the sleeping_time of the RFD according to the battery_level and to the ratio 

of Throughput to Workload (Th/Wl). The throughput is the sum of both periodic and aperiodic packets sent by the device. The 

workload is the total number of packets that the device has to send. 

   
(a) sleeping_time (b) Th/Wl (c) battery_level 

Fig. 3 Gaussian membership functions  

The proposed FLC considers three membership functions (Low, Medium, High) for each input variable. These functions 

fuzzify the crisp inputs, while the ranges of which are: 

 Th/Wl percentage: [0-100] (percentage); 

 battery_level: [0-1024], where 0 represents the lowest level of battery while 1024 represents the highest level of battery 
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and it is the maximum value at the output of a 10-bit AD converter (with an appropriate electronic signal conditioning 

circuit). 

In the same way, three membership functions (Low, Medium, High) are defined for the sleeping_time. In this case, the 

range of the crisp values of this output variable is: 

 sleeping_time: [0-10] ∗ sampling_time (seconds).  

where the sampling_time value is a constant value defined at design time for each field device. Gaussian fuzzy 

membership functions of the Th/Wl, the battery_level and the sleeping_time are depicted in Fig. 3 respectively, where the 

degree of membership is represented by normalized values [0-1]. Considering that the Gaussian function [28] is defined by a 

central value m and a standard deviation k > 0, the smaller k is, the narrower the "bell" is, it can be represented as follows: 

               𝜇𝐴(𝑥) = 𝑒
−(𝑥−𝑚)2

2𝑘2  (7) 

Table 1 Values of variables  

Universe of discourse Set k m 

Th/Wl 

Low 15 0 

Medium 15 50 

High 15 100 

battery_level 

Low 150 0 

Medium 150 500 

High 150 1000 

sleeping_time 

Low 1.5 0 

Medium 1.5 5 

High 1.5 10 

The different values of the variables are shown in Table 1. As shown in Table 2, the output value is determined through 9 

fuzzy rules based on the IF-THEN statement of classic programming languages. For instance, considering rule 7, if Th/Wl is 

High and battery_level is Low, sleeping_time will be High. The outputs of the inference mechanism are fuzzy output variables. 

The FLC must convert its internal fuzzy output variables into crisp values, through the defuzzification process, so that the 

actual system can use these variables. Defuzzification can be performed in several ways. In this paper, the Centroid of Area 

(COA) method [29] has been chosen. In this method, the centroid of each membership function for each rule is first evaluated. 

The final output is then calculated as the average of the individual centroid weighted by their membership values as follows: 

                𝑠𝑙𝑒𝑒𝑝𝑖𝑛𝑔_𝑡𝑖𝑚𝑒 =
∑ 𝑂𝑢𝑡𝑖 ∗ 𝐶𝑖
𝑛
𝑖=1

∑ 𝐶𝑖
𝑛
𝑖=1

 (8) 

Table 2 Inference rules 

Rule 
Antecedent 

(Th(Wl) 

Antecedent 

(battery_level) 

Consequent 

(sleeping_time) 

1 Low Low Medium 

2 Low Medium Low 

3 Low High Low 

4 Medium Low Medium 

5 Medium High Low 

6 Medium Medium Medium 

7 High Low High 

8 High Medium High 

9 High High High 
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Fig. 4 Used prototyping board 

5. Performance Evaluation 

Using the proposed fuzzy-based approach, presented in the previous Section, several simulations have been performed. 

However, before showing the obtained results, it is necessary to describe the used simulation model. A generic star topology 

and a clustered one have been chosen for the performance evaluation. In a star topology, all the different nodes are required to 

talk only to the central PAN coordinator (FPC). Even if the nodes are FFDs and are within range of each other, in a star network 

topology, they are only allowed to communicate with the coordinator node. This does not occur in the other considered 

network topology. Both the FPC, FFD and RFD nodes have been implemented in a prototyping board, shown in Fig. 4, 

equipped with a micro-controller and a wireless module IEEE 802.15.4 compliant: 

 16 bit MCU - Microchip PIC24F family (PIC24FJ256GB108) [30]; 

 MRF24J40MB Radio Frequency Transceiver IEEE 802.15.4 2.4 GH [31]. 

The simulations have been conducted with a model built in Simulink/Matlab depicted in Fig. 5. The main aim of this 

model is to simulate the behavior of the coordinator node and of a sensor node, in the same way as the approach proposed in 

[32]. Specifically, the Sensor Node block manages the battery consumption of the RFD node. The sleeping_time and the 

transmission power (TXPower) are acquired as input parameters of this block through a feedback loop system. This block 

produces two output variables (Th/Wl and battery_level) that are used as input variables by the FLC. 

It is useful to highlight that the activities of the micro-controller and of a connected sensor have a low impact on the 

battery consumption. In fact, their energy requirement is estimated as 50mA (MCPC). This value has been measured in an 

electronic board characterized by the PIC24FJ256GB108 micro-controller and a DS18B20 [33] temperature sensor. Whereby, 

the battery consumption mainly depends on the working state of the device. When the device is sleeping, the battery 

consumption is 50mA + 5µA (5µA is the power consumption of the IEEE 802.15.4 module in sleeping mode, obtained from 

the datasheet [31]). On the contrary, when the device is transmitting, the transmission power heavily affects the energy 

consumption. The battery consumption trend is evaluated in relation to the sleeping time by means of the Simulink/Stateflow 

environment. This tool uses flow charts and finite state machines in order to represent the evolution of a system. The Chart 

section, created in Simulink/StateFlow, related to the behavior of the battery consumption is represented in Fig. 6. 
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Fig. 5 Simulation model scheme 

 

Fig. 6 Battery consumption flowchart 

Considering a 10.8V lithium-ion battery, the maximum level of the battery when it is fully charged is 3100mA, while the 

corresponding digital value, acquired through a 10bit AD Converter, is 1024 (MaxDV). It is necessary to note that when the 

device is in sleeping mode, the power consumption is mainly due to the micro-controller and to the sensor, since the radio 

frequency transceiver consumption is negligible. In this case, the consumption is 0.0046bit/s. The following relation 

determines this value: 

𝑆𝑙𝑒𝑒𝑝𝑀𝑜𝑑𝑒𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 =
𝑀𝐶𝑃𝐶 ∗ 𝑀𝑎𝑥𝐷𝑉

𝐹𝑢𝑙𝑙𝐵𝑎𝑡𝑡𝑒𝑟𝑦 ∗ 3600
 (9) 

where 3600 is the number of seconds in an hour. By applying the equation 9 the power consumption of each device in 

sleeping mode is: 

𝑆𝑙𝑒𝑒𝑝𝑀𝑜𝑑𝑒𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 =
50 ∗ 1024

3100 ∗ 3600
= 0.0046 (10) 

In case of maximum transmission power (0dB), the radio frequency transceiver consumption is 130mA [31]. As depicted 

in Fig. 5, the TXPower value is obtained as follows: 

𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑀𝑜𝑑𝑒𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 =
130 ∗ 1024

3100 ∗ 3600
= 0.0119 (11) 

and it is necessary to underline that this value is fixed since the transmission power does not change dynamically in this 

paper. Finally, the proposed FLC takes the Th/Wl and the battery_level as input variables and dynamically produces the 

sleeping_time. 
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(a) Star topology (b) Cluster topology 

Fig. 7 Battery consumption comparison  

During simulations, both the battery level and the ratio of Throughput to Workload (Th/Wl) have been evaluated. The 

battery level during a simulation period of 48 hours is depicted in Fig. 7. In particular, using the proposed approach, a 

comparison has been carried out considering an approach without the FLC, i.e. assuming that the transmission power (0dB) 

and the sleeping time (equal to 1, coinciding with the sampling time) are both fixed and with the approach proposed by Sabitha 

et al. [25]. Fig. 7 clearly shows that the proposed fuzzy-based approach obtains a concrete power consumption reduction and, 

as a consequence, it prolongs the device lifetime. In both topologies, the best result is obtained by the proposed approach using 

Gaussian membership functions. In fact, the battery is fully discharged after 169, 950s, i.e. after 47 hours and 21 minutes in the 

star topology and after is fully discharged after 174, 945s, i.e. after 47 hours and 53 minutes in the cluster topology. This can be 

explained because, as shown in [34], using Gaussian membership functions the accuracy increases greatly, without degrading 

the computational performance. For this reason, the FLC based on Gaussian membership functions has been able to better 

manage the sleeping_time of sensor nodes, prolonging much more the battery life. On the contrary, in the case without FLC, 

the battery is fully discharged much earlier, after 120, 000s, i.e. after about 33 hours and 50 minutes in the star topology and 

after 125, 671s, i.e. after about 35 hours in the cluster topology. Moreover, using the approach proposed by Sabitha et al. [25] 

the battery is fully discharged after 135, 683s, i.e. after about 38 hours in the star topology and after 136, 984s, i.e. after about 

always 38 hours in the cluster topology. Whereby, it is clear that the approach with Gaussian MFS has obtained an 

improvement of about 30% respect to the case without FLC. 

   

(a) Without FLC (b) Proposed approach (c) Sabitha 

Fig. 8 Th/Wl behaviour on star topology [25] 
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(a) Without FLC (b) Proposed approach (c) Sabitha 

Fig. 9 Th/Wl behaviour on clustered topology [25] 

During the simulation, the ratio of Th/Wl have been evaluated and its behavior is depicted in Figs. 8 and 9. As it is possible 

to see, using the fuzzy-based approach proposed in this work the Th/Wl fluctuates between 70% to 30% with Gaussian 

membership functions in the star topology and between 80% to 45% in the clustered topology. With the approach proposed by 

Sabitha et al. [25], the Th/Wl fluctuates between 64% to 37% in the star topology and between 71% to 38% in the clustered 

topology. On the contrary, the values obtained without FLC fluctuate from 75% to 30% and 84% to 42% in the star and 

clustered topologies respectively, representing the best results in terms of the ratio of Th/Wl but at the expense of the battery 

consumption. However, it is necessary to note that the values obtained with the proposed FLC, are acceptable especially in 

those application fields with a moderate variation of data, e.g. temperature, humidity or light detection, where the most 

important thing is to prolong, as much as possible, the battery lifetime rather than to ensure high Th/Wl performance. On the 

contrary, the Th/Wl behavior obtained with the proposed FLC would not be appropriate in a context characterized by real-time 

constraints, in which the sleeping_time of network nodes should not be increased too much in order to obtain and ensure high 

values of the ratio Th/Wl. 

6. Conclusions 

A fuzzy logic based mechanism has been presented in this paper in order to improve the lifetime of devices in a wireless 

sensor network for environmental monitoring. An analysis has been done on power consumption of WSNs in order to 

determine what are the factors to take into account and what approaches can be implemented in order to solve this problem. For 

this reason, even specific soft computing techniques, such as FLCs, can be used in such a way as to further reduce the energy 

consumption in a WSN. In fact, the fuzzy-based approach presented in this work dynamically changes the sleeping time in 

order to increase the battery duration of the sensor devices.  

Simulations results have been very promising and demonstrate that using the proposed FLC a substantial reduction of the 

energy consumption is obtained compared to simulations carried out with fixed sleeping time. The results have been obtained 

using the Gaussian membership functions because an improvement of 30% has been achieved compared to the approach 

without FLC. Regarding to the Th/Wl, using the proposed fuzzy-based approach a fluctuation between 70% and 20% has been 

measured and these values are acceptable especially in those application fields with a moderate variation of data where the 

most important thing is to prolong, as much as possible, the battery lifetime rather than to ensure high Th/Wl performance. 

Regarding future works, besides the analysis and the use of other membership functions, in order to further validate the 

proposed approach, several simulations will be carried out to make it suitable also in contexts characterized by real-time 

constraints. 
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Abstract 

The objective of this paper is to analyze review and different congestion control protocols that are employed 

at the transport layer and some of them working at the medium access control layer in wireless sensor networks. 

Firstly, a brief introduction is given about wireless sensor networks and how congestion occurs in such networks. 

Secondly, the concept of congestion is discussed. Thirdly, the reason of occurrence of congestion in wireless 

sensor networks is analyzed. After that, congestion control and why it is needed in the wireless sensor networks is 

discussed. Then, a brief review of different congestion control and reliable data transport mechanisms are 

discussed. Finally, a comparative analysis of different protocols is made depending on their performance on 

various parameters such as - traffic direction, energy conservation characteristic, efficiency etc. and the paper is 

concluded.  

 

Keywords: wireless sensor networks, reliability, congestion avoidance, transport layer protocols 

1. Introduction 

Wireless sensor networks are a group of heterogeneous nodes called sensor nodes, spread over a large field with a 

central processing node called as sink. Basically, wireless sensor networks perform two main actions – wireless sensing and 

data networking. They provide a bridge between the real physical and virtual worlds.  Wireless sensor networks have 

diversified arena of applications, some of them being in health care, animal care monitoring and surveillance, logistics & 

transportation, soil health maintenance for agriculture, real time security and surveillance, infrastructure etc. However, there 

are also some concern issues pertaining to wireless sensor networks.  The main concern areas related to wireless sensor 

networks are - resources, energy wastage, memory utilization, and computational power. [1] Most discussed issue is that of 

energy consumption and battery usage problems. Next issue in wireless sensor networks is the issue of the occurrence of 

congestion in the networks. Another issue is that of the security. In this paper, we aim to review and compare different 

reliable and congestion control algorithms working at the transport layer in wireless sensor networks. How and why it is 

important to address, detect and control the congestion, and the many mechanisms/ algorithms which help us in doing so is 

also discussed. Section II provides the study that motivates why it is inadvertent to go for congestion control, the section III 

deals with the problem of congestion, congestion avoidance and congestion control. Section IV reviews different schemes 

employed to control congestion in wireless sensor networks. A comparative analysis of different congestion control 

algorithms is done in the concluding section.  

2.  Congestion in Wireless Sensor Networks  

This section makes a brief explanation about congestion, the congestion process and the different types of congestion 

happening in wireless sensor networks.  
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2.1   Brief Overview 

Traffic flows in sensor networks is shaped according to the physical structure of the fields that they work in. Wireless 

sensor networks generally operate under light load conditions and become active whenever an event occurs. If the 

corresponding application load is high, it may result in the generation of huge continuous data flows leading to disrupted 

performance of the network, which may lead to congestion. In such condition, collision occurs in the network, due to which 

data packets start getting dropped, buffer overflows start happening at the nodes in the network. 

Therefore, we can say that the congestion is said to occur in a network, if the speed of the incoming traffic is larger than 

the data processing rate of the network it. Following are some of the probable causes due to which congestion happens in 

wireless sensor networks: 

 processing speed of nodes is low 

 incoming traffic arrives at faster rate than it can handle  

 if packet collisions happen on data links, leading to alternate routing of packets & excessive re-transmission of packets 

2.2   The Congestion Process 

The Congestion happens in a network either due to buffer overflow (when packets are getting stored at the source 

because the previous packets have not been delivered) or/and link collisions (which results into packet losses and large 

number of re-transmissions) [2]. Depending on physical topology of the network, both types of above situation may occur. In 

Buffer overflow situation, data packets get dropped which negatively impacts the application, since the throughput is 

restricted to the maximum data sending rate of node.  As a result continuously packets get dropped; a lot of power is wasted 

in re-transmissions. To counter this, a congestion control algorithm is to be used which either reduces the data rate of the 

transmitting nodes or reroutes the excess data packets through alternative paths.  

If link collisions occur, all the nodes in the network receive limited number of packets and the reliability of the 

application running on the network is badly affected. For mitigating this, a congestion control algorithm that focuses on the 

MAC layer may be used, that maintains optimum and collision free access to the medium.  

2.3   Different types of Congestion in Wireless Sensor Networks  

The congestion in WSNs can be stratified in two major classes depending upon  

 how data packets are lost, and  

 where in the network congestion is taking place  

2.3.1  How data packets are lost  

Due to congestion, packets can be lost in the following two ways in the wireless sensor networks: 

1) Packet Collisions in the Medium: At a particular instant of time in a geographical area, many nodes within vicinity of 

one another attempt to transmit data simultaneously, resulting in data losses due to interference and thereby reduce the 

throughput of all nodes in the area. [3] Proper local synchronization among neighbor nodes can reduce this type of loss, 

however, we cannot eliminate it completely because non-neighboring nodes may still interfere in the data transmission. 

2) Packet Drops Due to Buffer Overflow: Within a particular sensor node, if the queue or buffer used to hold data packets 

that are to be transmitted, overflows then congestion occurs. In this case, nodes receive packets with a rate higher than 

that they can transmit or process.   This kind of congestion usually occurs in wired networks.  
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2.3.2  Where in the network packets are lost 

After congestion occurs, there are three possible sites for the data packets to get lost. These three sites are: 

1) Hotspot Near Source—Source Congestion: The hotspot referred in this paper means the area in the network where 

congestion occurs and packets start getting dropped. Whenever the sensors are deployed densely, the data packets which 

are generated during a crucial event will create hotspots very close to the sources. In this scenario, localized and quick 

time-scale mechanisms which are capable of providing backpressure messages from the nodes that cause congestion, 

back to the sources would be helpful for immediate traffic controlling until the congestion is removed by other means.  

2) Hotspot Near the Sink-Sink Congestion: Even sparsely deployed sensors that generate data at comparatively low data 

rates may create hotspots in the sensor network, but likely farther away from the sources, near the sink. In such a scenario, 

combined use of localized back-pressure and packet dropping methods would be more effective. Another way of 

removing the sink congestion is to employ multiple sinks that are uniformly distributed across the sensor network and, 

therefore, traffic is balanced among these sinks.  

3) Forwarder Congestion: A sensor network usually has more than one flow (sink-source pair), and these flows will 

intersect with one another. The area around such points of intersection is likely to become a hot spot for congestion. In a 

tree-like communication network, every intermediate node may suffer from the problem of forwarder congestion. [4] 

Compared to the other congestion scenarios, forwarder congestion is way more challenging because it is very difficult to 

predict the intersection points due to the highly dynamic nature of the network. In this case, even sparsely situated sensor 

nodes generating data will create both transient as well as persistent hotspots distributed throughout the sensor field.  

3. Congestion Control Methods  

In this section, firstly the congestion control process is discussed, then the different congestion control schemes are 

analyzed and finally the congestion control mechanism is discussed. 

3.1   Congestion Control  

Congestion control is the mechanism through which congestion is prevented from being occurring in a wireless sensor 

network, and if congestion has already happened then to detect where it has occurred, to monitor its status and controlling its 

aftermath. .  In buffer overflow scenario, reduction of data sending rate is done on the nodes whose buffer is overflowing or 

re-transmissions are done through some alternative paths. To overcome congestion in link collisions, a congestion control 

algorithm that focuses on the MAC layer may be used to help co-ordinate the network access among the nodes.  

 

Fig. 1 Different categories of congestion control protocols 

 3.2  Congestion Control Schemes 

Generally, protocols that deal with congestion control in WSNs can be basically classified in three major categories. 

These categories are: Congestion Control, Congestion Avoidance, and Reliable Data Transmission protocols.  
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3.2.1 Congestion ‘Control’ Protocols 

These protocols can be classified on the way they detect congestion, the way they notify the other nodes for the 

occurrence of congestion, as well as how the congestion countering mechanisms are performed. Congestion detection by 

these protocols is done by: checking the level of buffer occupancy at the nodes in the network, measuring the load level of 

the channel, and by counting the packet service timings and packet inter-arrival time. [5] Congestion notification is done by 

either using additional notification packets that are sent across the network or by overhearing the data packets that are being 

transmitted across. Congestion counter mechanisms can be performed either through reduction of traffic or through the 

creation of alternative paths from the source node(s) to the sink node(s). 

 

Fig. 2 Different types of Congestion Control Schemes 

 3.2.2  Congestion ‘Avoidance’ Protocols 

These protocols are classified on the basis of how congestion is going to occur and on what mechanisms will be used 

avoid the congestion from even occurring in a network.  Congestion detection is done same as in congestion mitigation 

protocols. Congestion can be avoided by using virtual sinks for those sinks which are getting highly congested and by using 

MAC layer enhancements.  

3.2.3   Reliable Data Transport Protocols 

The reliable data transmission protocols are the protocols that, not only put effort to control congestion in a network, 

but also attempt to recover all or part of the information which is lost. These are normally employed when all of the 

information in network is critical for the application and is using some transport layer mechanisms. These protocols are 

divided on the basis of three attributes: their traffic direction (whether downstream or upstream), whether they provide hop-

to-hop or end-to-end delivery, and the parameter on which reliability focuses (packet or event). 

4. Different Congestion Control, Avoidance and Reliable Data Transport Protocols  

The different protocols employed for congestion control in wireless sensor networks, basically deal with three core 

functions- controlling the congestion, avoiding the congestion and providing for reliable data transportation. Following 

sections deal with this concept in detail. 

4.1   Congestion Control Protocols 

These protocols mainly perform three functions - congestion detection, congestion notification (notifying the nodes in 

the network that congestion has occurred) and the congestion mitigation strategy.  

4.1.1  Adaptive Rate Control (ARC) Algorithm 

The ARC scheme was proposed by J. Zhao et al. in 2001 [6]. This algorithm does not involve any congestion detection 

or notification mechanisms. It uses an AIMD-like traffic control mechanism for congestion mitigation, which works as 

follows: an intermediate node increases its sending rate by a constant a if it senses a successful packet forwarding by its 
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parent node. Otherwise, the intermediate node multiplies its sending rate by a factor b, where 0 < b < 1. In order to 

guarantee fairness, ARC basically maintains two independent sets of these two factors: a and b, for source and transit traffic 

respectively. Studies done by authors have shown that ARC is not only effective in achieving fairness but it also maintains 

good bandwidth  along with reasonable energy efficiency, especially during low traffic situations that are the common case 

in wireless sensor networks. 

4.1.2  Congestion Detection and Avoidance algorithm (CODA) 

This algorithm [7] deals with both - congestion control and avoidance in wireless sensor networks. Present and past 

channel load conditions are used by CODA as the congestion indication parameters. The channel load is listened by each 

node before it starts transmitting data i.e. carrier sensing is pro-active here, this is done to avoid congestion. If congestion is 

detected, the receiver node broadcasts an explicit back-pressure message to its neighbors signaling that congestion has 

happened and correspondingly neighbor nodes reduce their local data sending rates. If congestion persists for a longer time, 

this back-pressure is sent all the way to the sink node. A constant feedback in the form of ACK packet is maintained from 

the source to the sink nodes. If the source node does not receive ACK, then it reduces its data transmission rate. The CODA 

algorithm does not ensure fairness in the network and the bandwidth is not utilized efficiently. 

4.1.3  Congestion Control and Fairness (CCF) 

Saima Zafar [8] proposed this scalable algorithm for many to-one routing in wireless sensor networks. Here, congestion 

detection is performed on the basis of packet servicing time which is the time period taken in sending the data packet form 

the transport layer to the network layer and reception of the successful data transmission. Traffic control is used to carry out 

congestion mitigation. Congestion control is performed in hop-by-hop fashion and each node uses exact rate adjustment 

based on its available packet servicing rate. Each child node divides its data sending rate by the number of children nodes it 

has, compares this newly arrived data rate with its parent data rate. If the defined threshold congestion level is reached in the 

network, then the algorithm requests the child nodes to reduce their data transmission rate. Since a separate queue is 

maintained for every child node, a considerable amount of bandwidth is exhausted in this algorithm. 

4.1.4  Fusion Algorithm 

Proposed by Mohamed Amine Kafi et al., [9] this scheme is used for mitigating the congestion in wireless networks. 

This algorithm uses explicit congestion detection method i.e. a congestion bit in the header of every data packet. Whenever, 

congestion occurs it is notified to all the nodes in the neighborhood by setting the value of congestion bit to 1 in every 

outgoing packet from a node. Congestion detection can also be done by checking upon the queue size of each sensor node. If 

the queue length crosses a specified threshold limit, the congestion bit is set, else it is reset. If congestion lasts for longer, 

then hop-by-hop back pressure message is sent to the source notifying it to reduce the data transmission rate. A prioritized 

MAC scheme is used to provide access to channel medium when the nodes are congested. 

4.1.5  Biased Geographical Routing (BGR) Algorithm 

Proposed by Dashkova et al. [10], in this protocol whenever congestion is detected the nodes reactively split traffic. 

Detection of congestion is done depending on the level of buffer occupancy and wireless usage of the network. The wireless 

usage is calculated by taking periodic samples of wireless medium. An implicit congestion bit added to each data packet is 

used for congestion notification. Each node listens to the packets sent by its neighbors to detect the congestion status of the 

network. Congestion is resolved using two algorithms: In-Network Packet Scatter (IPS) and End-to-End Packet Scatter 

(EPS). IPS removes short term congestion in the network by splitting the traffic immediately before the congested areas. 

Whereas, EPS removes long term congestion by splitting the data flow at source node and then performs rate control by the 

Additive Increase Multiplicative Decrease (AIMD) strategy.  
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4.1.6  Hierarchical Tree Alternative Path Algorithm (HTAP) 

Hierarchical Tree Alternative Path algorithm is proposed for event-based sensor applications. Propounded by 

Charalambos Sergiou et al., [11] it tries ensuring application reliability during overload periods without reducing the source 

node’s data rate while sending information during critical events. HTAP works on a combination of two algorithms, 

Alternative Path Creation (APC) and Hierarchical Tree Creation (HTC), and it uses the network density to choose between 

them. When congestion takes place or a node’s battery is about to draining, APC and HTC form alternative paths to the sink 

by unused nodes. APC uses these nodes by randomly exploiting neighboring table, while in HTC these nodes are placed in a 

hierarchical levelled tree starting from 0 for the leaves nodes. Every node piggybacks its buffer occupancy, reflecting its 

congestion state, when sending packets and the neighbors refresh their neighboring state tables when overhearing packets. A 

congested receiver sends a back-pressure packet to the sender in the purpose to remove congestion. The sender stops 

transmitting to this node and searches for a less congested receiver which leads to alternative paths creation. 

4.2   Congestion Avoidance Protocols 

These protocols are more focused on the ‘avoidance part’ of the congestion control process. Basically involve two 

strategies- congestion detection methodology and congestion avoidance mechanism. 

4.2.1 Siphon 

This scheme was proposed by G. Srinivasan et al. [12]. It is a source to-sink congestion control protocol. Congestion 

detection is done through – buffer occupancy level, sink load level and wireless channel load conditions. Congestion 

notification method involved is implicit in nature. Congestion mitigation is performed by traffic redirection through virtual 

sinks (VSs). These virtual sinks form a dynamic adhoc network and split traffic when nodes get congested, thereby 

preventing the data packets from getting deleted. This algorithm comprises mainly these steps – first being the discovery of 

virtual sinks that will be selected for congestion control in particular congested areas. For this every sensor node maintains a 

table of VS it has in its vicinity. The second step is to use the service of a VS, a congested node enables a redirection bit 

which signals a VS to re-route the traffic out of the congested neighborhood, for this every VS has dual radio interfaces 

maintained on it – a long range interface to communicate with other VSs and a short range interface to communicate with the 

sensor nodes in the network. Finally, when the VS detect the value of redirection bit as set, it re-routes the packets using a 

combination of hop-by-hop and end-to-end transmission. 

4.2.2  Buffer and Rate Control Based Congestion Avoidance Algorithm 

M. M. Alam et al. [13] proposed the “Buffer and Rate Control Based Congestion Avoidance” protocol. There are three 

main steps involved in this algorithm. These are: the Upstream Source Counting, the Buffer Occupancy based rate control, 

and the Snoop based MAC level ACK. The first two steps are used to control the rate of upstream nodes. It actually provides 

two advantages. The first is that congestion is reduced by media access contention, as the upstream nodes proactively 

decrease their data transmission rate, while the second advantage is that the congestion due to buffer overflow is avoided as 

the upstream nodes delay the transmission of packets whenever the buffer capacity of the downstream nodes is full. In the 

third step, explicit ACK packets are avoided. Instead, each node may overhear its own transmitted packet while forwarded 

by its downstream node, hence eliminating the need for ACK packets. To accomplish this overhearing task, the upstream 

node MAC address and a sequence number need to be appended into the MAC frame of the node. Many advantages of this 

protocol are that this can reduce collision drop Rate, increase delivery ratio and improve the network’s energy efficiency.  

4.2.3  Priority Based Medium Access Protocol 

The Priority Based Medium Access Protocol for Congestion Avoidance was proposed by Patil et al [14]. This is a MAC 

layer protocol that helps in avoiding congestion by giving proportional access to the nodes based on their source count 
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values. For example, a node carrying a higher load of data traffic gets more access time than others. Each sensor node then 

calculates its contention window on a provided equation. This contention window has different size for different node data 

conditions. Simulation series that have been performed by scholars in MATLAB resulted that there is an optimal contention 

window size through which the collision in the MAC layer can be minimized and enables all the sensor nodes to transmit 

their data packets without delays.  

4.2.4  LACAS 

The concept of “Learning Automata-Based Congestion Avoidance Algorithm in Sensor Networks” (LACAS) was 

propounded by Vrisha Tickoo et al. [15] which is actually an adaptive learning solution for avoiding the congestion in 

wireless sensor networks. The target of this algorithm is to control the data rate of intermediate nodes in order to avoid 

congestion before it reaches to the sink in the network. To monitor the data rates, automatas are developed at each of the 

network’s nodes that are capable of controlling the rate of flow of data at the intermediate nodes. These states are based on 

probabilistically how many packets are likely to get dropped if a particular flow rate is maintained. In this case, an 

“automaton” “learns” from past behaviors, will increase data rate if packets are not being dropped or else will reduce the data 

rate from the previous level of data rate in order to avoid congestion. This algorithm actually works on the reinforcement 

learning strategy  and keeps on optimizing the data rate depending upon its past performance achieved.  

4.3   Reliable Data Transport Protocols 

These protocols mainly aim at providing reliable data transmission and traffic control in the wireless sensor networks.  

4.3.1  Event to Sink Reliability (ESRT) Protocol 

Sankarasubramaniam et al. [16] proposed this protocol. ESRT aims for reliability at the application level and provides 

reliable delivery of packets from sensors to the sink. By regulating sensor frequency, this protocol tries to guarantee end-to-

end reliability. However, reliability is maintained for the whole application and not for each single data packet. Congestion 

feedback from sensor nodes is broadcasted, notifying to adjust the reporting rate in the network so that the sensor nodes are 

able to receive sufficient number of packets but only as much as packets necessary in order to avoid congestion and save 

energy. ESRT runs on the sink, with negligible functionality needed at the sensor nodes. The protocol operates by 

determining the reliability achieved and congestion condition in the current network state. [17] Firstly, it periodically 

computes the reliability r based on how many packets are received successfully in a time interval. In the second step, the 

protocol deduces the required frequency f of the sensor nodes from r. Finally, ESRT informs all the sensor nodes about f 

through an assumed channel with high power. ESRT identifies five distinct regions in which it operates: i) No Congestion, 

Low reliability, ii) No Congestion, High reliability, iii) Congestion, High Reliability, iv) Congestion, Low Reliability and v) 

Optimal Operating Region—which actually is the region with No Congestion, Medium-High Reliability. The aim is to 

identify the current operating state of the network and to bring it into Optimal Operating Region. The event-to-sink 

reliability is checked, if found lower than required, the reporting frequency of source nodes is adjusted aggressively in order 

to still maintain the target reliability level; if the reliability is higher than required, then the reporting frequency is 

conservatively reduced so that energy can be conserved while still maintaining the reliability of network. Thus, this self-

configuring nature of ESRT protocol makes it robust even with dynamic changing topologies in the network. The best 

benefit resulting from ESRT [18] is its capability of energy-conservation by dynamically controlling the sensor reporting 

frequency. A disadvantage associated with ESRT is the fact that all nodes are treated equally due to which in case of 

congestion in one region of the network, all the nodes are forced to reduce their data rate, negatively affecting the network’s 

throughput. Thus, it is able to provide fairness among the nodes since data rate reduction is applied on all the nodes in the 

network, even if there is congestion in a particular area in the network.  
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4.3.2  GARUDA Protocol 

S. Brahma et al. [19] have discussed this protocol which is a reliable data transport protocol. This protocol provides 

reliable point-to-multipoint data delivery from the sink node to the sensor nodes. It comprises of the following elements 

 an efficient pulse based solution for reliable short messages delivery;  

 a virtual infrastructure called the core, that is instantaneously constructed during the course of a single packet flood; 

which is used to approximate a near optimal assignment of all the local designated servers, 

 a two-stage NACK (negative acknowledgment) based recovery process that minimizes the overheads resulting from the 

retransmission processes in the network, and performs out-of-sequence forwarding to leverage the significant spatial re-

use possible in a WSN;  

The traffic direction flow implemented in GARUDA is downstream and it provides both:  packet and destination related 

packet reliability. 

4.3.3  STCP Protocol 

It is a scalable and reliable transport layer protocol where the majority of functionalities are dealt at the sink [20]. It 

supports networks with multiple applications and provides additional functionalities such as controlled variable reliability as 

well as congestion detection and avoidance. In this protocol, before transmitting any packet, the sensor nodes inform the sink 

through a “Session Initiation Packet”. [21] Through this initiation packet, the sink gets to know about the number of flows 

initiated from a source node, the type of data that is to be transmitted, the transmission rate, and the required reliability.  

When the moment the sink node receives this packet, it sends an ACK packet to the source node, and only then the source 

node starts transmitting the packets. Since the sink is aware of the rate of transmission from the source, the expected arrival 

time of the next packet can be determined. The sink node maintains a timer and sends a negative acknowledgement packet, if 

it does not receive a packet within the expected arrival time. Reliability is measured as the fraction of total packets 

successfully received by the network. For controlling the congestion, nodes inform the sink [22] whether they are 

experiencing any buffer overflow situation, and by setting their congestion notification bit value equal to 1, while the sink 

informs the source node about a congested path by setting the congestion bit on the ACK packet. In this case, a source node 

may change its routing path or decrease the data sending rate to mitigate congestion. 

4.3.4  RCRT Protocol 

Paek et al. proposed this protocol [23], which focuses on reliable delivery of data from the source to sink, while 

avoiding any intermediate congestion collapse. It works on the transport layer and its traffic management functionality is 

implemented on the sink. RCRT attempts to achieve 100% reliable data delivery in the network based on a NACK scheme. 

So, in case, there are packet losses, the sink requests the source for retransmission of the missing packets by sending a 

NACK with the missing packet numbers. RCRT implements following basic components at the sink:  

 A congestion detection component which detects congestion in the network by checking upon the round trip time 

values, rate adaptation, and rate allocation, which if found more than the expected values means congestion has 

occurred and there  is a need to decrease the flow rates to control congestion;  
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 The ‘time to recover loss’ [24] is used as an indicator of congestion detection in the wireless sensor network. Therefore, 

as long as the network is able to repair the packet losses (within around the Round Trip Time) the network in not 

congested.  

 However, if the packet losses cannot be redeemed by the network then it figures out that there are congested spots in 

network.  

 In case congestion occurs, RCRT applies a rate adaptation mechanism [25] to control it. With the help of the rate 

allocation mechanism, specific transmission rates are allocated to each data flow whenever the application on which the 

network is running changes.   

5.  Comparative analysis of the congestion control protocols discussed in the paper 

The following table (Table 1) compares the congestion control protocols- ARC, CODA, CCF, Fusion, BGR and HTAP 

over the parameters of congestion detection mechanism, congestion notification methodology used [26] (whether it is 

implicit or explicit), the direction of traffic flow (whether from source to sink, or from sink to source [27]), whether the 

protocol is able to achieve fairness or not and the performance of protocol on the energy conservation [28]. 

Table 1 Congestion ‘Control’ Protocols 

Protocol/  

Mechanism 
Congestion Detection 

Congestion 

Notification 

Congestion 

Mitigation 

Traffic 

Direction 

Fairness 

Achieved 

Energy 

Conservation 

ARC 

Detected by whether 

the packets are 

successfully forwarded 

or not 

Implicit Traffic Control Source to Sink Yes Medium 

CODA 

Buffer occupancy level 

and load level of the 

wireless channel 

Explicit Traffic Control Source to Sink No High 

CCF Packet Service Time Implicit Traffic Control Source to Sink Yes Low 

Fusion 

Buffer occupancy level 

and load level of the 

wireless channel 

Implicit Traffic Control Source to Sink No High 

BGR 

Buffer occupancy level 

and load level of the 

wireless channel 

Implicit 
Resource and 

Traffic Control 
Source to Sink Yes N/A 

HTAP Buffer Occupancy level Implicit 
Recourse 

Control 
Source to Sink No High 

The following table (Table 2) compares the congestion avoidance protocols – Siphon, LACAS, Priority based Medium 

Access Protocol and the Buffer and Rate Control based Congestion Avoidance Algorithm on two parameters – the 

congestion detection mechanism adopted by the protocols and the congestion avoidance mechanism implemented [29]. 

Table 2 Congestion Avoidance Protocols 

Protocol/  Mechanism Congestion Detection Congestion Avoidance Mechanism 

Siphon 
Buffer Occupancy, Sink load and 

wireless channel load conditions 

Traffic  redirection through virtual 

sinks 

Buffer and Rate Control based 

Congestion Avoidance Algorithm 

Buffer Occupancy and wireless 

channel load 
Traffic Control 

Priority based Medium Access 

Protocol 
Buffer Occupancy 

The most congested nodes are given 

the highest priority and given the 

channel access also on priority 

LACAS N/A 
Learning automata states to adjust 

flow rates 
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The following table(Table 3) compares ESRT, GARUDA, STCP, and RCRT, the reliable data transport protocols on 

three parameters – the reliability mechanism adopted by the protocol(whether it is hop-by-hop or end-to-end), the traffic 

direction (whether it is downstream or upstream) and the level at which the reliability is achieved by the protocol [30]. 

Table 3 Reliable Data Transport Schemes 

Protocol/  Mechanism Reliability Mechanism Traffic Direction Reliability level achieved 

ESRT Hop-by-Hop Downstream Packet 

GARUDA Hop-by-Hop Downstream Packet and Destination Related 

STCP End-to-End Upstream Event and packet 

RCRT Hop-by-Hop Upstream Packet 

6.  Conclusion 

In this paper, we presented a brief review of reliable and congestion control protocols in wireless sensor networks. 

Congestion control protocols are reactive protocols whereas the congestion avoidance protocols work in pro-active manner. 

The reliable transport protocols basically ensure that the data to be transmitted through the wireless sensor networks reaches 

correctly at its intended destination and, in this process, the data is not getting corrupted, that is the integrity of the data is 

maintained. The data reliable transmission protocols are needed in areas having real time and crucial data applications. The 

study of different protocols is done and a comparative analysis of the protocols is concluded. Congestion has a deep impact 

on the energy consumption, efficiency, packet delivery ratio, delay in data delivery and the lifetime of a wireless sensor 

network, hence it is very important to monitor and control the congestion. The review conducted on congestion control 

protocols has shown that the type of application and data flow type influence the traffic control deeply. Since reliability is 

the crux functional area of the transport layer, it is crucial to ensure the dependability of the applications operating on 

wireless sensor networks.  
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Abstract 

Carbon monoxide (CO) and carbon dioxide (CO2) gases are classified as colorless and odorless gas so we need 

special tools to monitor their concentration in the air. Concentration of air pollution of CO and CO2 that are high in 

the air will give serious effects for health status. CO is a poisonous gas that damages the circulation of oxygen in the 

blood when inhaled, while CO2 is one of the gases that causes global warming. In this paper, we developed an 

integrated pollution monitoring (IPOM) system to monitor the concentration of air pollution. This research 

implemented three sensor nodes (end-device) which each node contains CO and CO2 sensors on the gas sensors 

board to perform sensing from the environment. Furthermore, the data taken from the environment by the sensor will 

be sent to the meshlium gateway using IEEE 802.15.4 Zigbee communications and processed by the gateway in 

order to be sent to the computer server. The data is stored in meshlium gateway using MySQL database as a backup, 

and it will be synchronized to the MySQL database in the computer server. We provide services for public to access 

the information in database server through a desktop and website application. 

Keywords: CO and CO2, gas sensor, zigbee, meshlium, wireless sensor network 

 

1. Introduction 

The air quality monitoring has become important issues to the living quality. Recently, with the fast growing industrial 

activities, the problem of air pollution is becoming a major concern of the people, and people's health has been seriously 

affected by the air pollution. The high concentration of Carbon monoxide (CO) and Carbon dioxide (CO2) in the air is very 

dangerous for human life. Red blood cells carry Oxygen (O2) in the air to the tissues of the body through the respiratory system. 

When the CO gas is absorbed by the red blood cells, the body will lack O2. The absorption of CO during a certain period may 

result in damage to the central nervous system and cardiovascular system. Symptoms include headache, drowsiness, lethargy, 

dizziness, nausea and fainting. The high concentrations of CO can cause heart rate, coma, heart failure, and damage to the 

respiratory function. In contrast to CO, CO2 does not directly impact the human body because it is not classified as toxic gas. 

The high concentration of CO2 in the air causes too much hot air trapped in the earth, thus the earth's temperature increases and 

the environment becomes hotter [1]. 

Wireless sensor network (WSN) is wireless network of small, low-cost sensors, which collect and send environmental 

data. WSN facilitates monitoring and controlling of physical environments from remote locations with good accuracy. WSN 
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has applications in a variety of fields such as environmental monitoring, indoor climate control, surveillance, structural 

monitoring, medical diagnostics, disaster management, emergency response, ambient air monitoring, and gathering sensing 

information in inhospitable locations [2-3]. 

A number of researches have been conducted related to pollution monitoring. Yang et al. [4] have developed remote 

online monitoring system for geological carbon dioxide (CO2) leakage which consists of monitoring equipment, server, and 

clients. The system gets localization and time information through GPS, and then saved into SD cards storage module. The 

general packet radio service (GPRS) wireless transmission module will send the collected data wirelessly to the data centre 

server.  Sivaraman et al. [5] developed HazeWatch project which uses several low-cost mobile sensor unit attached to vehicles 

to measure air pollution concentrations such as CO, nitrogen dioxide (NO2), and ozone (O3). The user can tag and upload the 

data in real time using their mobile phone. The spatial granularity of obtained data was collected to create of pollution maps 

which viewable in real-time over the web. The mobile personalized apps show the individual exposure history and route 

planning which less pollution.  Peng et al. [6] implemented a total volatile organic compound (VOC) air pollution monitoring 

system to report value of temperature and humidity at indoor environment with the consideration of the cost, development 

complexity, and the operation convenience.  Kadri et al. [7] developed an ambient real-time air quality monitoring system 

based on utilizing multi-gas (MG) monitoring stations that communicate with a platform by means of machine-to-machine 

(M2M) communications. Each MG station contains O3, CO, NO2, and H2S sensors. Jelicic et al. [8] developed flexible 

wireless system able to detect polluted air in a large environment. The system involves three levels: sensor level, node level 

and network level which contains metal oxide semiconductor (MOS) gas and a pyroelectric infrared (PIR) sensors. The system 

adopted duty-cycling of the gas sensor activity to extend the lifetime of node compared to the continuously driven gas sensor. 

Dian et al. [9] developed a CO2 sequestration monitoring and gas sensing by combining techniques of optical fiber sensing 

technology and wireless communication and analyzed the power consuming task such as sensing unit, processing unit, and 

transceiver unit. The result research recommended that renewable energy system such as solar cell maintain long-term and 

stable work. Pau et al. [10] developed a fuzzy logic system in wireless sensor network for environmental monitoring according 

to the battery level and to the throughput to reducing power consumption. The experiments result shows that fuzzy-based 

approach dynamically changes the sleeping time in order to reduce power consumption and increase the lifetime of sensor 

nodes. 

In this paper, we implement CO and CO2 sensors on the gas sensors board to perform monitoring environment gas 

condition. The sensed data will be sent to MySQL database on meshlium gateway by using Zigbee wireless. The data in 

meshlium gateway as a backup will be synchronized to the MySQL database on backend computer server. We implement 

synchronization database between local database at meshlium and database at a server with the following information: local 

and external database names, local and external database sizes, local and external tables, total local and external entries, 

synchronized and unsynchronized local frames. Then, we provide desktop-based and web-based visualization to monitor 

environment condition by distant. 

2. The System Design 

This section will explain pollution-monitoring system, which is containing system architecture, component of system, 

sensor modules, configuring waspmote sensor node, and configuring meshlium gateway. 
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2.1 System Architecture 

Currently, we are developing wireless sensor network for monitoring CO and CO2 system as shown in Fig. 1. Gas sensor 

node is a device composed of CO sensor (TGS2442), CO2 sensor (TGS4161), Waspmote Gases 2.0 board, and Waspmote 

PRO 1.2. A sensor node has to be connected to the battery as a power source and XBee module (IEEE 802.15.4 Zigbee 

protocol) as a means of wireless communication. Gas sensor nodes are placed in some areas that you want to sense and to 

gather data of CO and CO2 concentration in the environment. There is a computer server that is connected to a gateway directly 

using Ethernet protocol. The gateway uses Meshlium from Libelium. Data from the sensor nodes are sent to a gateway using 

the IEEE 802.15.4 Zigbee protocol. Computer server is in charge of storing the data into the database and processing it by 

monitoring application. 

 
Fig. 1 System Architecture 

Gas sensor node has a MAC address on the XBee module that distinguishes between one another. XBee module is in 

charge of sending the data wirelessly using IEEE 802.15.4 Zigbee protocol to the gateway that has been determined. Meshlium 

gateway serves as a receiver data obtained from the environment (via sensor nodes) to be processed by the computer server. 

Retrieval of data by sensor nodes performed every 60 seconds and immediately sent to the computer server through Meshlium 

gateway. Furthermore, the data received by the server computer will be saved to the database and can be processed. 

To be able to communicate and transmit data wirelessly, a sensor node or end-device requires a Zigbee module. In 

addition, to be able to use the entire module is used (including Gas sensor), such devices require additional power from the 

battery. 

2.2 Component of System 

The specifications of the hardware used in this paper are shown on Table 1: 

Table 1 The specifications of the hardware 

1. Computer as server 
a. CPU: 3.20 GHz (Intel Core i5) 

b. Memory: 4.0 GB RAM 

2. Sensor node and 

Gateway 

a. Waspmote PRO 1.2 

b. Waspmote Gases 2.0 board 

c. CO sensor (TGS2442) 

d. CO2 sensor (TGS4161) 

e. Xbee S1 module 

f. Meshlium Gateway 
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The installation contains sensor node, Meshlium gateway and switch for connecting to the local network. A server 

computer is connected to the switch directly using Ethernet. It’s also done on Meshlium to make them have the same network. 

2.3. Sensor Modules 

We use TGS2442 sensor for sensing CO and TGS4161 sensor for sensing CO2. These sensors will be planted on 

Waspmote Gases 2.0 board connected to the microcontroller Waspmote PRO 1.2. 

The TGS2442 is a resistive sensor sensitive to the changes in concentration of carbon monoxide (CO) and, very slightly, 

hydrogen (H2). It measures a value between 30 and 1000ppm. This sensor will be placed in socket 4 of Waspmote Gases 2.0 

board. Reading this sensor requires a cycle of one second throughout which two power supply pulses are generated on heat 

resistance and sensor resistance of 14ms and 5ms each (average consumption throughout the power supply cycle is 3mA). The 

execution of this cycle and the reading of the sensor can be done automatically using the functions of the SensorGasv20 

library. 

The TGS4161 sensor provides a voltage output proportional to the CO2 concentration in the atmosphere. This sensor 

must be placed in socket 1A of Waspmote Gases 2.0 board. It shows a value between 220 and 490mV for a concentration of 

350ppm (approximately the normal CO2 concentration in the air) decreasing as the amount of gas increases. Different sensors 

may show a large variability in the initial voltage values at 350ppm and sensitivity, so it is recommended to calibrate each 

sensor before including it in the application. 

2.4.  Configuring Waspmote Sensor Node 

To perform the role of end-device, sensor nodes must be programmed beforehand. First of all, we set up the source code 

to activate the function of CO and CO2 sensors. Source code can be opened using Waspmote IDE based C programming 

language. Fig. 2 shows source code to get data from the environment. 

 
Fig. 2 Get Data from Environment Code 

Sensors will take gas concentration values of the environment in the form of electric voltage (volts) using readValue() 

function. Then, the value will be converted to part per million (ppm). For CO gas, the voltage value is converted to resistance 
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using calculateResistance() function. After having obtained the resistance value, we convert that value into ppm using 

calculateConcentration() function. The value of CO2 sensor voltage can be converted into ppm directly using the formula 

pow(10, (co2Val + 158,631) / 62,877) [11], where co2Val is variable storing the voltage of CO2 sensor. 

To be able to transmit data to Meshlium gateway, a Waspmote which acts as an end-device has to be programmed 

sending a frame to the Meshlium’s MAC address. The following source code for delivering data that has been collected by 

sensor nodes to the gateway Meshlium as seen in Fig. 3. 

We have to determine the type of frame that we use. There are two types of frame that can be used, ASCII and BINARY. 

ASCII frame structure is designed to make users read the frames sent conveniently. With ASCII frame, the payload written 

with ASCII characters is certainly more readable, while the BINARY frame structure made to compress the frame. The main 

goal of defining binary fields is to save bytes in frame’s payload in order to send as much information as possible. Certainly 

with BINARY frame, it’s not easy to read the data in the frame. We can also enter the ID Waspmote to give identifier for 

devices that we use. Frames can be made using frame.createFrame() function followed by the type of frame that we choose and 

Waspmote ID that we want. And then, we have to determine the data we send. We specify the sensor used and the variable 

stored the sensor data by using frame.addSensor() function. Furthermore, we need to set the packet carrying the frame. To be 

able to temporary stored the data carried by the frame, a packet memory should be allocated in advance by using packet = 

(packetXBee*) calloc(1, size of(packetXBee)). We also have to set the mode of packet transmission. There are two types of 

packet transmission mode, unicast and broadcast. We use unicast mode because the sensor node will send packet only to the 

Meshlium gateway directly. Unicast mode is used to send packets from a single node to one another node. The broadcast is 

used to send packets from a single node to the entire node in the same network. Lastly, we must determine where the packet 

containing the frame sent. We can use xbee802.setDestinationParams() function to determine the packet destination by 

entering packet’s variable and destination MAC address. And then, the packet will be sent to the destination by using 

xbee802.sendXBee(packet). 

 
Fig. 3 Xbee Communication Code 

2.5. Configuring Mehlium Gateway 

Meshlium gateway is a Linux router that can contain five different radio interface: WiFi 2.4GHz, WiFi 5GHz, 3G/GPRS, 

Bluetooth, and ZigBee. Meshlium can also integrate GPS modules for mobile and vehicle applications, and it can have energy 

sources such as solar and battery system. These features are fitted with a protective aluminum IP65 allowing Meshlium to be 
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placed outside the room. Meshlium is a complete Linux tool that offers a wide range of services, programming environment 

and storage systems. Meshlium has enabled HTTP / HTTPS and SSH in it. Meshlium also supports a wide variety of 

programming environments including C, C ++, Java, PHP, Python, Perl, and Ruby. Related information storage, Meshlium 

equipped with two different database systems, MySQL and Postgre. Meshlium has a local database that can hold the data that 

is sent to it until 29,5 GB, depending on the storage size. All information coming from all interfaces (ZigBee, Bluetooth, 

3G/GPRS, WiFi and GPS module) can be stored in the Local File System Database or even exported to external database to the 

internet. 

In this system, after the sensor node is able to get data from the environment and ready to send it, Meshlium also has to be 

set in advance to be able to receive the data from sensor node. Meshlium has user interface for system configuration called 

Manager System, which is similar to configuration application on router or gateway in general. By default, Manager System 

can be accessed using a web browser via Ethernet using 192.168.1.100 and via WiFi using 10.10.10.1. The initial view of 

Manager System will appear after we enter the username and password correctly. The main settings that must be done are PAN 

ID (Network ID) and Channel as shown in Fig. 4. PAN ID (Personal Area Network) is a network ID with a hexadecimal value 

between 0 and 0xFFFF. So there are 65536 possibilities that can be used. XBee can only communicate with one another if they 

have the same network ID. CH (Channel) sets the frequency band used by XBee to communicate with each other. XBee 

generally operates on the 2.4 GHz band. To be able to connect our system with local network, we have to setting the Meshlium 

Ethernet configuration. This configuration can be done in the Interfaces tab in the Manager System as shown in the Fig. 5.  

The network topology as shown in Fig. 6. There is a switch connected directly to the Meshlium gateway using an Ethernet 

cable. The switch has an IP 10.252.13.1, and we will set the Meshlium IP to 10.252.13.225. There is a computer, acting as a 

server, which is connected directly to the switch using an Ethernet cable. The computer’s IP address will set to 10.252.13.200. 

The server computer in charge of storing the external database synchronized with Meshlium local database. 

  
Fig. 4 Meshlium Zigbee Configuration Fig. 5 Meshlium Ethernet Configuration 

3. Experiment Result 

In the experiment phase, we use three sensor nodes connected to the Meshlium gateway. Gateway is connected to a 

computer server via a local network using a switch. Network topology in the experiment is shown in Fig. 6. 
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Fig. 6 Network Topology 

Each sensor node has a MAC address that is different and represented by id_secret in the database. Meshlium gateway is 

a device with a Linux operating system. To know the contents of its Linux directory, we can access the Meshlium using an 

SSH connection. One of the most important components in Meshlium is sensor parser. This file is used to convert the frames 

sent by the sensor node and processed by the gateway. After the frame can be read, each value carried by the frame will be in 

inserted into Meshlium local database. Meshlium has MySQL local database to accommodate the values of the converted 

frame. Meshlium local database would be very vulnerable to damage and memory limitations of storage, so it is advisable to 

back-up the data to an external database. Meshlium has data synchronization system to external database directly at certain 

intervals. To synchronize, we need to set the IP address where the database created, the name of the database that will be used, 

username and password. In addition, the table structure used should adjust the structure of the tables in the local database. This 

is because the system synchronization follows the structure of the table on the local database Meshlium, while the structure of 

the table on the local database follows the insertion pattern of the sensor parser. 

Furthermore, at the Sensor Network tab, there is Capturer tab in the side bar. In Capturer tab, we can see the contents of 

the frame sent by the sensor node. As we mentioned earlier, the sensor node transmits data in the form of a frame which is 

converted by Meshlium sensor parser. When we set the Local database to store all data received, we can see all data in the local 

database that have been received as shown in the Fig. 7. 

Frame conversion result would be inserted into the table by following the structures below: 

Id is the numbering of the records. Id is an integer auto-increment value with 11 digits maximum length. 

Id_wasp is a string defined by the user which may identify each sensor node (Waspmote) inside the user’s network. When 

the user do not want to give any identifier, the field remains empty indicated. 

Id_secret is an id that distinguish device between one another. Id_secret represents the MAC address of each sensor node. 

Frame_type is used to determine the frame type. There are two types of frame: Binary and ASCII. 

Frame_number is a numbering for each delivery made by each device. 

Sensor indicated type of sensor we use. 
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Value is the value read by the sensor node associated sensor used. 

Timestamp shows the time when a frame is received by the gateway. 

Raw is used to store a frame that failed to be converted by the sensor parser. 

 
Fig. 7 Meshlium Local Database 

Fig. 8 shows the synchronization of the local database to an external database. For synchronization, we use the IP address 

of computer server that has been connected to our system. We can also synchronize data automatically by specifying a 

particular interval. Synchronization can be performed automatically during Meshlium and server computers alive. 

Synchronization result can be viewed by pressing the Show Data. 

 
Fig. 8 External Database Synchronization 

We can also see the results of the synchronization to the external database on the computer server. Fig. 9 shows the results 

of external database synchronization. 
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Fig. 9 External Database 

Our system has a desktop application to display the data synchronized. The application runs on the computer server and 

can only be accessed by authorized user. We can monitor the changes of value in real-time with a 5 minute interval. This 

interval is actually according to the interval data transmission by using desktop application. To display the data in real-time, we 

can open the Real-time tab as seen in Fig. 10. First, we have to choose the device that will be displayed, click Device drop 

down to do so. There will be three devices that can be selected. Then, to start reading its value, we can press the Sense button. 

Sense is a toggle button; this button will turn into Stop button (after you click Sense). It is used to stop the reading of the 

received value. The result can be seen in Fig. 10 below. 

 
Fig. 10 Desktop Application Real-time Feature 

We also can see data from a certain date through the Record tab. In Record tab, there are two sidebars: Graph and Table 

sidebar as shown in Fig. 11. Once we select the device and the date, click the Show button to display the data according to the 

device and the date we set. Then the data will be taken from external database and then displayed in graphs and tables. The 

field shown in Table sidebar is all fields in the database, so basically we display the information of frame stored. We design this 

feature for users who use desktop application, so they can perform further data analysis. 

 
Fig. 11 Desktop Application Record Table 
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We show the data on the table while displaying the graphics so that the user can easily observing. Graphic display, as 

shown in Fig. 12, can be viewed by moving to Graph sidebar. 

 
Fig. 12 Desktop Application Record Graph 

For public accesses, our system provides a website for displaying the stored data. When user accesses the website, its 

Dashboard will be shown. We can see the results of the data readout from the environment in graph and table. As seen in Fig. 

13, when we choose Summary Chart tab on the sidebar, the page to display the data in graphs will appear. On this page, we can 

display a summary of CO and CO2 values within a certain time frame. First of all, we need to select the device which we want 

to see. We can see a summary value of CO and CO2 concentration for today, this month, or this year, by clicking the button 

according to the desired time frame. 

 
Fig. 13 Website Summary Chart 

To view a summary of the value in table, we can open the Summary Table in the sidebar tab. The step that must be done 

is almost the same as displaying data in the graphic. We need to select the device which we want to see. We can see a summary 

value of CO and CO2 concentration for today, this month, or this year, by clicking the button according to the desired time 

frame as shown in Fig. 14. 
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Fig. 14 Website Summary Table 

In addition, we also can see a graph of data recorded according to a certain date through the Record tab. When we choose 

the tab, the page to see the recorded values in a certain day will appear. Just like before, we need to choose the device that we 

want to see. We can also choose All Devices to see the value of the entire devices being used. Then we also need to choose a 

specific date. The result is shown in Fig. 15 (one device selected) and Fig. 16 (all devices selected). 

 
Fig. 15 Website Record One Device Selected 

 
Fig. 16 Website Record All Devices Selected 
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Based on the above results from IPOM design and related works, we have considered six parameters to show the 

contribution of IPOM design to implement gas monitoring wireless sensor network such as sensor type, wireless transmission 

module, environment (indoor or outdoor), microcontroller, gateway, and backup service (i.e., database backup and 

synchronization) as shown on Table 2. 

Table 2 Comparison between design of IPOM and related works 

Model Sensor 
Wireless 

Transmission 
Environment Microcontroller 

Hardware 

(Gateway) 

Backup 

Service 

Yang  [4] CO2 GPRS Outdoor ARM Cortex-M3 No Gateway No 

Sivaraman [5] CO2, NO2, O3 GPRS Outdoor NA No Gateway No 

Peng [6] 
Temperatur, 

Humidity 
ZigBee Indoor 

Arduino Atmel 

8-bit AVR 

Arduino Atmel 

8-bit AVR 
No 

Kadri [7] O3, CO, NO2, H2S GPRS/3G Outdoor ATmega2560 No Gateway No 

Jelicic [8] 

Metal Oxide 

Semiconductor 

(MOS), Pyroelectric 

InfraRed (PIR) 

ZigBee Indoor Jennic JN5148 No Gateway No 

Dian [9] CO2 WLAN Indoor NA No Gateway No 

Proposed 

Model 
CO, CO2 ZigBee Outdoor 

 
ATmega1281 

 

Meshlium Yes 

4. Conclusions 

This paper explains development of an integrated pollution monitoring (IPOM) system to monitor the concentration of air 

pollution using gas sensor and Meshlium gateway. We analyze the data received from sensor nodes to server receiver can be 

converted by Meshlium using its sensor parser. We can join our local area network and our wireless sensor network. By joining 

our network, we can use a server computer to manage the data sent by sensor nodes. Meshlium also has synchronization system 

to synchronize its local database and our external database in server computer. The experiment results show that the sensed 

data from environment can be displayed through wireless sensor network in desktop application and website to monitor the 

environment condition from distant. For the future work, we will add more meshlium gateway and sensor node to increase the 

coverage area, and use WiFi/3G/GPRS to increase scale of pollution monitoring system. 
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