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Abstract
Dynamic power management (DPM) is an efficient téghe to design low-power and energy-efficient reode

for wireless sensor networks. This article dematst the stochastic behaviour of an input eveitamwhich is
modelled with first-in first-out (FIFO) queue angdiagle server. An event-driven sensor node isldeeel based on
semi-Markov model. The article investigates thedecaffecting the performance of the individualsa node with
detailed analysis considering power consumptionligetiime to be the performance metrics under stldhe results
demonstrate the impact of the change in eventaraind the probability of change detection on théggmance of
the node. It is observed that (i) the number okgated events increases with the change in thegwemalue of the
distribution which affects the service time in tugsulting in a variation of the server utilizatiand that (ii) the
increase in the detection probability increasegptheer consumption decreasing the lifetime of théen
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1. Introduction

With recent progress in wireless communication aetivork technology, the conventional methods f rimfation
gathering, processing, and communication are ngdoapplicable to the present and the future userathds. Furthermore,
recent advance in embedded technology has motivatet researchers to analyze wireless sensor netvw@'SNs), the
networks composed of individual nodes positionedlistinct locations. In WSNs, each sensor nodeoisposed of (i) a
dedicated sensing unit to sense the variationaretivironment, (ii) a processing unit to processitiiormation, and (iii) a
communication unit to communicate with the neigltgnode or a sinking node. Each unit in the senede is supplied with
power for the node’s effective functioning, and ttegle can be portable or non-portable, based osdheee of power and
application. In specific, portable and battery-@gped devices have attracted researchers’ atterdgiently. Furthermore,

WSNs have been extensively used in various apgitasuch as military, health care, biomedicalicadfural, etc.

Researchers and developers have shown keen interdst field of embedded systems, especially inNASWSNs
embed sensor nodes; each individual node colleetinformation from the environment and then comicates to either a
next node or gateway for further analysis [1]. Eheades are deployed at remote places where hunteamention is rare, and
hence it is expected for the nodes to be self-mogit, self-controlled, inexpensive, and power-aw&ie The primary
objective of the networks is to monitor the surmbimg environment with the nodes powered by a batfEnus, performance
and power are the main design metrics that havactdtd the attention of researchers. The signifieari power management
is gaining the attention that (i) the nodes areingef to perform tasks with efficient performancei) (the
replacement/recharging of batteries is a challeage, (i) the networks may fail prematurely dueth® failure of an
individual power-hungry node. In other words, thisra need for managing the power of each nodeithailly and improve
the network performance. In the state-of-art nekwpthe performance is dependent on the batteryepivnodes as these
nodes are resource-constrained.
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In the embedded systems, there are numerous methguisyed to manage the power at different levelesign. The
current investigation is related to the power mamnagnt at the system level such that the power copson is reduced
dynamically and there is no cost of hardware repteent. One such efficient management techniquermardic power
management (DPM). The technique tracks the systivitg and the power manageable components, themmmically
switches the system from active state to passae gtow-power state), or switches off the compaséirequired. This
contributes to significantly improving the powerdgperformance of the nodes. Academicians and relseis have therefore
conducted various stochastic techniques to desigh sodes. To improve the performance of the engtevorks, this study
proposes a DPM based sensor node model. The rést afticle is structured as follows. Section\dews the related work.
The methodology of the proposed DPM node is detaiiesection 3. Section 4 presents the assumedaiomparameters in

modelling the node, and provides the discussiotherobtained results. Lastly, the study is condiudesection 5.

2. Related Work

In a WSN embedding several sensor nodes, eachhagdaibunits for sensing, processing, and comntigricdhese units
are powered by a unit responsible for sourcing poWee power unit sources the power to each uhiMBch analysis is carried
out in managing the power of these energy-hungdgsat the communication unit; however, the praegasit and power unit
are neglected. Popovici et al. [4] explored the @owanagement methods at the system level. The Vemtsed on
ultra-low-power wake-up radio receivers. The wddogresented the design of a wake-up radio recaivé demonstrated the
low-power consumption at low cost. Pughat et dlcfinducted a detailed survey to discuss the diffepower management
techniques at the operating system level alongtivih limitations. They also provided the scoperésearchers to contribute the

power saving techniques; their work motivated tfesent study towards stochastic control of poweinga

Healy et al. [6] reviewed the available operatiggtems for sensor nodes. They listed four operaystems: TinyOS,
Mantis OS, SOS, and T2; the supporting hardwarealss presented. In their work, the need of mamatie power at the
operating system level was addressed. The comptwased modelling is more flexible and easier foveli@pers to
experiment with power consumption for enhancinglihtery lifetime. Their work pointed out the arél issue of operating

system in power management, and this motivateg@rigent work.

John et al. [7] presented a model for power congiamEonsidering sensor nodes to be in differemt-fpmwer modes,
and simulated the WSN using OPNET simulator. Thgomabjective of their work was to determine thesmge power
consumption and lifetime of the nodes. The reseaschnalyzed the energy consumption using OPNETlator of ad hoc
nodes (IEEE 802.11). Chung et al. [8] emphasizedpitwer management techniques considering thecsereguest and
controlling the policy in the design of modellingthe system-level power management. The time-as¢d, predictive, and
stochastic techniques of DPM policy was discussiéld tive merits and the limitations. The DPM in #r@wn stationary and
unknown stationary environment was studied considethe nature of workloads. The authors introduttesl adaptive
management policies for non-stationary loads basedthe sliding window concept. The power managenfent

non-stationary workloads at multiple devices reradie limitation of the work.

Lee et al. [9] introduced a novel concept in DPM &nalysis of their proposed hybrid model was diynesing rescaled
range. The time-out method was used in the hybmdiehto perform the comparison between the predistdue and
threshold value of time, and a decision was taleset on the rescaled range analysis. To modeintieeseries prediction
problem, artificial neural network (ANN) was usedthwmultilayer perceptron (MLP) and back propagati®@P). Their
interest in work motivated the attention towards éimalysis of workload characteristics of portat#gices. The research on
identifying the cluster head in WSN by the smarkiemart-intelligent approach using evolutionaryngatheory was

proposed by Arivalai et al. [10].
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Markov model is used to analyze the power and pedoce of WSN in the stochastic environment. Magearchers
have contributed to the improvement of WSN by penfag the analysis for power consumption and lifieti Pughat et al. [11]
developed a WSN model related to stochastic madgliand compared its power efficiency with the @ntional node.
Yamawaki et al. [12] used an adaptive suspendihgduding method to improve the battery lifetimeg amentioned different
techniques to manage the power for WSN applicati®oughat et al. [13] analyzed the trade-off betwdenpower and
performance of a WSN node. Kallimani [14] surveyeel power management techniques at the system dnegemphasized
the need for designing a power-managed embeddéeinsyBughat et al. [15] worked on the stochastlabm®ur of event
arrivals to sensor nodes considering modellings#resor nodes to sense the forest fire detectiandtelty of the work is the
analysis of power consumption performed by impletingnthe control logic of switching the inactive mponents to
low-power modes by fuzzy logic. Their work motivditdhe present work in performing the analysis ofi@oconsumption.
The authors also mentioned that their proposedoagprcan be applied to all energy constraint ndgalimani et al. [16]
developed a stochastic sensor node using PYTHO#Ndamonstrated the performance analysis of thealessevent-based

environment. Also, they emphasized that the perémee can be further improved using an analyzer unit

Ever et al. [17] investigated the performance arallability requirement, and pointed out the impattueue capacity
and system scalability of the clustered Internéfldhgs (10T) systems. Concerning the industridl tetworks, a novel power
management scheme was proposed in the work of Kitaal. [18]. The authors formulated a mathematioabel, and
analyzed the network’s performance. Their propasedel achieved 74.82% energy-saving using the 3tk&achain and
M/G/1/K queue. IEEE 802.15.4 MAC was analyzed, amel effectiveness of the developed model was coedpaith
simulation and real-time testbed deployed at thbas’ campus. The authors concluded that the@¥% accuracy with

simulation and 94% accuracy with experimental tsstdmpared to the proposed model.

Lukman et al. [19] focused on power consumptionbitity, and end-to-end communication. The authaseadoped a
sensing platform to sense environmental paramstebh as humidity and temperature. They demonstithedesults on
power consumption and end-to-end communication (VUSN. The work is at the MAC layer of 10T basedck for
schedule-driven sensor nodes, using Zigbee commtimicmodules to establish end-to-end communicaiite researchers

emphasized the need of enhancing the lifetimermgaenf the battery of individual nodes.

Jawad et al. [20] performed an extensive analysidyson power consumption on wireless agricultgsatem (WAS)
using a sleep/wake scheme. The authors proposelgjarithm called SWORD to minimize the power congtion and also
the data communication of the sensor nodes. Thitsexf the proposed algorithm proved to be 86.5déte reliable than the
sleep/wake scheme. The work majorly focuses oncieduhe power consumption by transmitting onlydiaga which is more
than the threshold value; otherwise the commurdoatiit will be in the sleep mode. Cafiete et al] ntributed detailed
performance analysis and queuing systems for mamifcapplication. The analysis’s outcome shows digmificance of
reliability at the data link and the network lay€he reason for the congestion of the network malestrated to be the delayed

occupation of the queue.

Phung-Duc et al. [22] carried out a study on dglagformance considering a multi-server queue systging Markov
chain. Zhang et al. [23] used Markov decision pssd® analyze the decision policy on energy consempf the nodes by
switching the nodes’ status. The proposed modgdicable for all the events that arrive at thesse input. However, this is
also the model’s limitation as the event arrivedldde an undesired event and the event servicdwutithe analysis could
lead to an increase in the power consumption. @enisig that there are queued events in the mertfweyextensive work is
conducted by De Cuypere et al. [24]. Their proposediel considers two queue systems representingatiery and the
sensor data buffer, and the results of experimentatveal that the data arrival has a limited iotpan the performance

measures.
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Nguyen et al. [25] identified the best routing picl with minimum delay, and compared their analygith simulation
results. The delays of candidate routes from sarstes to sink nodes were evaluated by the tearg gsieuing theory. Sun et al.
[26] investigated the M/G/1 queuing theory, andpased a three-way handshaking in-band full-duplegiom access control
(MAC) mechanism. The obtained results show thatftileduplex access point outperforms the half-éuphccess point.
Furthermore, Li et al. [27] investigated and pramba displacement sensor for structural health tmamg, and detected the
early corrosion based on fiber Bragg sensor. Th&l\i$he industrial environment is an importantléggtion, and Cao et al. [28]
formulated an optimization problem considering die@loyment problem. The authors continued the wbi®ao et al. [29] for

wireless data center network, and formulated aimigation problem considering the coverage to Heailve.

There is also the contribution from researchergducing the power consumption of WSN for varieglaations using
different technologies; however, there is limitedrkvconcerning the contribution on lifetime anatysind extending the
lifetime by dynamically switching the processor monto the low-power modes. The existing literatdetails the limitation
of developing the model using a stochastic appro@hk existing work in literature also uses eittiscrete or continuous
Markov model. However, the current scenario demadhesonsideration of a semi-Markov model for W3iplacations to

control the power of a node.

The aforementioned research motivates the needanfging the power at the processing unit simultasigowith the
power unit. Furthermore, if the power is optimaihanaged at the node level, it would enhance thértie of the network to
promising levels. Thus, in this article, to imprdie performance in terms of the lifetime by optisnenanaging the power at
the node level, the DPM technique is implement@&.[Bo manage the power at the node level, thegmsdible approach is to
extend the lifetime of a battery by employing enehgrvesting capabilities, or to dynamically manage power of the
processing unit by using any of the DPM algorithifise effect of WSN parameters affecting the lifetiof wireless sensor

nodes is presented in the work of Younus [31].

As a novelty in this study, the analysis of a n@eonsidered in terms of performance parametenis as lifetime and
power consumption by varying the probability of sga detection and event arrival considering finsfifst-out (FIFO) queue

discipline and single server using the DPM techaiased on semi-Markov model.

3. Methodology

This article demonstrates a simulation model of @BNAhode considering the stochastic environment.shinalation of
the WSN node is developed based on queuing theongidering the event arrival to be stochasticature. The proposed
semi-Markov model is at the node level with an éxgameration subsystem, a power manager subsyatehg single server
demonstrating the use of DPM. The input is the eaenival generated by the event generation subsysthe purpose of the

power manager subsystem is to monitor the arrifavents and compute the power consumption antintiéeof the node.

In the current article, a Markovian model for aemvbased application is proposed to meet the riogleéquirement. The
semi-Markov model is defined by a set of stated,tha transition time varies for each state. Thesitiered node is consisting of
states, namely,SS,, S, and , as pre-processing, analysing, main processirdgcammunication states, respectively. Fig. 1
explains the transition of states. The transitiomf S to S is with the transition probability of 1, and tharisition probability of
S, to Sis denoted as, i.e., the probability of change detection. Tlaasition from $to §is (1- ). The transition probability of
S,to §is 1. Here, §is the pre-processing state, which filters theneaerived. $is an analyser state, wherein the filtered event i
analysed for the change in the value from the preswalue. If there is a change detected, thertérimed as a desired event and
moves to the next state for processing, otherwigarisits to the previous state.d&picts the main processor, which wakes up
only upon the desired event, otherwise the maingssor would be in its low-power statgissthe communication state, which

communicates only when the desired events are ggeddoy the main processor.
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Fig. 1 States of a sensor node

Two hypothesis statements are formulated. The §itstement states that the power consumption camdmeaged
dynamically by waking up the main processor onlytfe desired event passed by the analyser statellRhe undesired
events, the main processor would be in its low-pcstegte. The second hypothesis statement proposeptove the lifetime
of the node as multiple computations of the pramesan be minimized for the same event. The assanmgpfor developing
the simulation model are as follows:

(1) Poisson distribution is used with a mean of “5” generation of event arrival ™.

(2) Exponential distribution is used with a mean of faf the inter-arrival time distribution.

(3) The probability of change detection™is varied in the range of 0 to 1.

(4) The system has four power states and simulaticemnpaters, as shown in Table 1 and 2, respectivély [8
(5) The switching cost of transition from ® S and 3 is neglected.

(6) The event-based random number generator is ugghterate entities with Poisson distribution.

(7) The time-based entity generator is used with exptisedistribution.

(8) Generated events are stored in the FIFO queue.

The model is developed using the following equation

Eavg = TanP§ + Tpr P§ + Tx P§+ (; + c;é) (1)
Tavg = Tan + a(Tpr + Ttx) (2)
P | (E
Power Consumed P M ©)
1+1 (Tavg)

Battery Energy _ 1+1(T,,)Bat_Eng
Power Consumed Bs k( £y

Life Time =

(4)

where the battery energy ( ) is assumed to be of AA battery and is used toutate the lifetime of the node with
average energy consumption ( ). The power ) is consumed by the node and is calculated using , and
power state modes. The time spent in analyser istaienoted as . is the time spent in processing state,is the time
spent in transmission state, and is the average time consumption.is the energy cost of processing ands the energy

cost of communication unit [16].

The model is developed using MATLAB, SimEvents dityr package [32]. The basic abstract model of fistes is
shown in Fig. 2, and the simulation of the propasediel is shown in Fig. 3. The abstract model @iasif a service provider,

a service requestor, and a power manager units@igce requestor is analogous to the generatiegtewand is passed to the
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memory, holding these events to be serviced bys#meice provider such as a processor. The mainepsoc has power
manageable components, wherein the power managek bbserves the states of each block and accdydisgues a
command to the processor and manages the powemilyally by switching the power manageable componémnib the
power states. The DPM model as shown in Fig. @i®lbped by integrating the event generation subsyto a single server
and a power manager subsystem. The events to edsby the server are departed from the FIFO queube event
generation subsystem. The power manager subsysteanhenergy subsystem. The time subsystem isogeeebased on Egs.
(1)-(2) and a unit to detect the change in thevakriThe utilization of the server is obtained frtme output port of the single

server. The power consumption is computed by theepananager subsystem built on the governing Eq.T¢3 subsystem
also evaluates the lifetime of the node based or{&q

Table 1 Power state of the system [16]
States S S S S;
On Off Off Off
On On Off Off
On On On Off
On On On On

Table 2 Simulation parameters [16]
Parameter Value
2.3 mW
2.3 mw
237.5 mwW
307.9 mw
2.206 mJ
2s
0.175s
0.05s
1863 J
6.9 uJ

Service Requestor  —>{ Service RequestQueue —> Service Provider

Power Manager Unit

Fig. 2 Abstract model
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Event geneartion subsystem

Fig. 3 Developed DPM model
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The event generation subsystem shown in Fig. 4rgeeeethe events by Poisson distribution with amwdeb using the
random generator block. The inter-arrival time isvyided with an exponential distribution of the meaf 1 using the
time-based entity generator. The set attributeksd®ets the characteristics of the event. The sdbeiine-out block schedules
the time-out attribute. The generated event is gassed through a FIFO queue; FIFO is set with Ey@dts as capacity and

is further passed to the single server for theiserMhe output of this subsystem is the numberodals.

The power manager block is depicted in Fig. 5, Whias basic functionality to observe the worklofdhe service
requestor (arrival) or/and service provider (senard issues the command to dynamically switchstiages. The power
manager block is built using the time subsystem amergy subsystem. This subsystem also computepetiermance
parameters such as(the probability of change detection) and lifetimealays. The energy subsystem is shown in Fign8,
the time subsystem is built using the governingatigus of the model. The functionality of the blaskto compute the average
energy and time using the simulation parameteragetbnstant andas varying in the range of 0 to 1.

oo >

Arrival

I

H e

No. of events departed

#n l .- #of eventsin queue

|M No. of entities in Q
w oo ] Waittme

I

I

Event-based Waiting time

random number
J b4
i | PUEPIN X outpy | »m Length
Len
& il Set attribute Schedule timeout
@pur #o L~

I
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E s
g

[
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Missed events
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entity generator ouT “|IN FOUT L‘[ 1 >
Cancel timeout Server
TO I @l
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Fig. 4 Event generation model
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Fig. 5 Proposed model of power manager

4. Simulation Results and Discussion

The obtained simulation results for a single sequeruing model are shown in Fig. 6. The scope wlulink is used to
obtain these graphs. It can be observed from thedithat the number of events increases with erease in time, and the

probability of change detection increases withctienge in the events increasing over time thuslating the real-time scenario.
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Furthermore, the power consumption increases \wghvariation in time. The major power consumptieouws in the
communication state and the processing state. dptbcessor needs to compute the events before goicating to the
transmission unit, it needs to be in the activéestBhis leads to more power consumption as thegssor is active for all the
events that occur, irrespective of the need todnepuited or not. The lifetime of the node is seetetorease with the variation
of the probability of change detection, thus refleg the deviation in the sensed value with thengeerived and suggesting

that it needs to be computed before communicatirige next node.

The first hypothesis statement stated is that tveep consumption is reduced if the event is pasedigh the analyser
state. In other words, this state will analyséd évent is desired or not, and if the event ifyard as an undesired event, then the
main processor do not need to compute. Otherwisegtent is desired and needs to be processesdamdunicated. Thus, the
consumed power of the node is minimum if the eisepassed through the analyser state. Furtherthaerepnsumption of power
is observed to increase as the probability of chat®jection increases, indicating that the occuekeaht is the desired event
which needs to be processed by the main procesddrence switching the processor to an active. dtdtee event is undesired

or the same event occurs, then the main proceasdseswitched to a low-power sleep mode to sawepdynamically.

Fig. 6 shows the event arrival from the event gati@n subsystem, the probability of change detadiéomed as, the
computed power consumption and lifetime of the niopdm the power manager subsystem, the utilizatibtihe server, the
energy consumption from the energy subsystem, uhger of events departed from the queue, and titengzéime with the
variation. The obtained results demonstrate theaohpf the probability of change detection on tbewr consumption and
the lifetime of the node. The probability of chardgtection is directly proportional to power congdion, wherein it is
inversely proportional to the lifetime of the nodecan also be observed that the generated eweatsicreasing. Also, the
utilization of server is observed to be initialtyl®0 %. As the number of events increases and/iteng time of the events

increases, the utilization of the server is affdcte

(a) Event arrival vs time (b) Probability of chardgtection vs time

LIFETIME
T

T T T T T T T T
S000 .

6000 -
¢

2 AN 4
cJ)(u

50 2000 J

1 I 1 1 1 I 1 1 I 1 1 I I I L 1 1 1
0 10 20 30 40 50 60 0 80 9% 100 0 0 20 30 40 S0 60 0 80 90 100
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(c) Power consumption vs time (d) Lifetime vs time
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T T
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(e) Server utilization vs time

Time (sec)

(f) Energy consuraptis time

Fig. 6 Impact of change detection and event arowdifetime and power consumption
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(9) Number of events vs time (h) Average time

Fig. 6 Impact of change detection and event arowdifetime and power consumption (continued)

Table 3 Analysis with the variation of mean arrivate

Arrival rate d%?:cgﬁ)i Power | Lifetime eve’\:::.a?:ival Utilization
(mean) O) (mw) (days) 0 of server
1 0.984 236.99 78.61 64 64%

2 0.9868 | 237.26 78.51 76 75%
3 0.9878 | 237.37 78.48 82 81%
4 0.9884 | 237.44 78.46 86 85%
5 0.9888 | 237.40 78.47 84 83.34%
6 0.9888 237.5| 78.46 87 86.35%
7 0.9888 237.4| 78.46 86 86.35%
8 0.9888 237.5| 78.45 88 85.35%
9 0.9888 237.5| 78.44 920 89.36%
10 0.9888 237.5| 78.44 920 89.36%

Table 4 Analysis of the performance parametersteteby the change
in event arrival and the probability of change détm

Event arrival| Change detectioh Power consumption Lifetime
Q) @) (mw) (days)
1 0 2.3 8100
2 0.5 162.9390534 114.3372298
3 0.666666667 193.6065091 96.22610359
4 0.75 206.6079223 90.17079205
5 0.8 213.7946332 87.13969908
6 0.833333333 218.3545791 85.31994191
7 0.857142857 221.505375 84.10631119
8 0.875 223.8128 83.23920705
9 0.888888889 225.5755013 82.58875%83
10 0.9 226.9660071 82.08277634
11 0.909090909 228.0909442 81.67794677
14 0.928571429 230.4637264 80.83701625
20 0.95 233.0158707 79.951635p6
30 0.966666667 234.9602226 79.2900168
35 0.971428571 235.509369 79.10513319
37 0.972972973 235.6868688 79.04555777
39 0.974358974 235.8459136 78.99225269
44 0.977272727 236.1795006 78.88068164
49 0.979591837 236.444267 78.79235235
62 0.983870968 236.9310868 78.63045854
66 0.984848485 237.0419839 78.59367229
79 0.987341772 237.3243196 78.50017239
80 0.9875 237.3422118 78.4942546
81 0.987654321 237.3596593 78.48848475
82 0.987804878 237.3766785 78.48285735
83 0.987951807 237.393285 78.47736[72
84 0.988095238 237.4094936 78.47200934
85 0.988235294 237.4253184 78.46677904
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Table 3 assists in studying the effect of the \@mieof event arrival rate that follows the Poisslistribution. The number
of events arrived per hour can vary depending erafiplication. If the application demands a fasvalrof the event, then a
faster arrival rate is needed. Otherwise, for dagerapplication, where a change in the event acatia very slow rate, a
slower arrival rate can be required. The effearoifzal rate on the lifetime and consumed powehefnode is shown in Table
3, wherein the arrival rates are varied from 1Qolireflects that the number of events generatectases with the change in
the mean of the distribution and affects the sertime. Thus, there is a variation in the utilinatiof the server. It can be
observed that after the mean of 5, the probatifithange detection is constant, indicating thetehs not much deviation of

values from the sensed and the stored value.

Table 4 also demonstrates the effect of the chamgeent arrival and the probability of change diita on performance
parameters such as the lifetime and consumed prfilee sensor node. The event arrival is varigtiérrange of 1 to 100, and
(the probability of change detection) is in thegaof 0 to 1. The results show that the minimumealf the probability of change
detection has a maximum lifetime as the probalilfityphange detection indicates the difference betvibe sensed value and the
necessity to be computed. This stresses the inmuertaf the analyser state to detect the changeciirced and to process it
before it communicates to the neighbouring state fiesults also show that the second hypothegisiged as true as the

analyser state detects any changes in the eventlii®stored event and also reduces the need foplmgomputing/processing.

5. Conclusions

To achieve dynamic power management, the presemtprvoposes a WSN node model based on semi-Markaiehat
the system level. Compared to the previous woris, ithplementation is more suitable in the stocleastivironment or
application, and is more advantageous as it prgpaseémprovement in performance without any chamgdke hardware
design. The developed model is based on queuirgyttzs the considered event arrival is stochastitature. The model is
analysed for the power consumption and lifetimestdamn the arrival of events and the probabilitgldinge detection. From
the obtained results, it is observed that theififetof the node is affected by the arrival ratej e power consumption is
affected by the probability of change detectiorfutnre work, the aim will be to analyse the progbsodel considering other
performance parameters which can affect the lifetand power consumption of the node. The proposell @an hence be

extended to the network level.
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