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Abstract 

This study introduces a novel approach to enhance the compression ratio of the vector quantization (VQ) 

algorithm by specifically targeting the compression of its codebook. The VQ algorithm typically generates an index 

matrix and a codebook to represent compressed images. The proposed method focuses on reducing the size of the 

codebook, which comprises N codewords, each with elements quantized into four levels. Each 8-bit element in a 

codeword is compressed to 2-bits, and the encoded codeword is accompanied by the minimum value and a threshold 

value in the codebook. Experimental results on benchmark color images, such as baboon, airplane, Lena, and others, 

demonstrate a significant reduction of 62.50% in the size of the VQ codebook. 
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1. Introduction 

The vector quantization (VQ) algorithm [1-5] is a lossy image compression technique. It divides an image into image 

blocks and each such image block forms a training vector. All such training vectors are combined to build the training dataset 

for the image. Linde-Buzo-Gary (LBG) algorithm is applied to this training dataset to compress the image and as a result, LBG 

produces one index matrix and one codebook as the compressed form of the original image. 

The codebook contains N codewords/ code vectors. The number of code vectors or codewords is 128 or 256 generally. 

Each training vector is associated with one of the code vectors. The association between the training vectors and codewords is 

specified by an index matrix indicating which training vector maps to which code vector. The visual quality of the compressed 

image using the VQ depends on the selection of the right set of codewords (designing the optimal codebook). 

The size of the compressed image using VQ is the total size [1-2] of the codebook and the size of the index matrix. The 

compression ratio of the algorithm is in the approximate range of 88% to 95% [1] for a standard color image (three-channel) of 

size 256 × 256 to 512 × 512 with a codebook size of 256 × 16. The compression ratio of the VQ (for a predefined size of the 

codebook) is not scalable [1] for an image.  

This paper is divided into five sections. Section 2 gives a brief discussion of the literature survey. Section 3 discusses the 

codebook compression method. Section 4 presents the experimental findings and a discussion of them. The paper is concluded 

in Section 5. 
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2. Literature Review 

In the literature, a few studies are reported on the modification of the codebook of VQ. These methods are covered briefly 

below. Some studies focused on the learning of the codebook of VQ using machine learning [4] and convolutional neural 

networks (CNN) [5]. Another approach reported the usage of evolutionary algorithms (EA) [6-8] for better codebook design. 

As input, they have taken the LBG-generated codebooks (of multiple runs) as initial search points and then applied genetic 

algorithm (GA), particle swarm optimization (PSO), whale optimization, etc., algorithms to optimize the codebook further. 

In 2016, Shah et al. [9] reported a hybrid technique for codebook and index matrix compression of the VQ algorithm. 

They dropped elements of odd positions of a code vector (of size 16) to get a new code vector of size 8 for codebook 

compression. Also, they used the search order coding (SOC) concept, for index matrix compression. They further reduced the 

size of the VQ compressed image. However, the visual quality of the decompressed image is degraded significantly. 

Rahebi [10] 2022 reported an efficient codebook generation using EA for image compression. The codebook is optimized 

using the whale optimization algorithm. The method focused on producing high-quality reconstructed images using the 

optimized codebook. The method [10] reported more efficient compression in terms of image quality than the evolutionary 

algorithms such as particle swarm optimization, bat, and firefly algorithms. The study is not about improving the compression 

ratio of the VQ. 

In 2022, Barman et al. [11] reported a codebook updating procedure to enhance the VQ method’s performance. This 

method reduces the size of the codebook by 37.50% and improves the compression ratio of the algorithm by representing each 

element in the codebook with 5-bits rather than 8-bits. But using this method, the size of the codebook is reduced by 37.50% 

only. 

Again, in 2022, Barman et al. [12] developed another codebook update method that focused on the improvement of the 

visual quality of the decompressed image. It is applied to multiple images together. During the compression phase, the method 

is applied to multiple codebooks of more than one image at the same time. It divides the codebook into two parts. The first part 

of the codebook contains the code vectors with high frequencies and it is kept unchanged. But the second part of the codebook 

containing code vectors with low frequencies is further compressed. Here code vectors are converted into code vectors of four 

levels using quantization for better compression ratio. Also in a few cases, the visual quality of the reconstructed image is 

affected to some extent.  

In 2023, Chavan et al. [13] reported an analysis of codebook optimization for image compression using EA. This study 

examines the codebook optimization of VQ using the modified GA, and PSO. They concluded that the PSO performs better in 

optimizing the codewords for the training samples for image compression. However, the initial selection approach is important 

in the PSO algorithm. 

Most of the studies focused on better codebook design. Shah et al. [9] compressed the VQ-generated codebook and index 

matrix further but the visual quality of the compressed image is affected reasonably. Also, Barman et al. [12] reported the 

method where they developed a common codebook for multiple images. They further compressed the second part of the 

codebook containing the codewords with low frequencies. 

The objective of this study is to improve the compression ratio of the VQ algorithm. VQ produces an index matrix and a 

codebook as the compressed form of an image. The size of the compressed image using VQ is the sum of the size of the index 

matrix and the size of the codebook. The contribution of this study is that the VQ-generated codebook is compressed further. 

As a result, the size of the codebook is reduced by 62.50%. Overall compression performance of the VQ method is further 

improved. At the same time, the visual quality of the reconstructed image using this codebook compression method is almost 

similar to the visual quality of the reconstructed image using the VQ. The method is tested extensively on benchmark color 

images and color images of UCID.v2 database [14]. 
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3. Method 

Image compression using VQ takes an image as input, forms the training vector, and then applies the LBG algorithm to 

the training dataset. The steps of the VQ [8] algorithm are explained below. 

Step 1: VQ divides an image into � � � blocks (sub-images). Each block forms one training vector of size k where � �

� � � . All these training vectors of the entire image form the training vector set. A training vector, � �

���, �
, ��, ⋯ , �� is a k-dimensional array. Let there be an M number of such training vectors in the training dataset. 

Step 2: Generate a codebook containing N (� �) number of code words. Each code word/vector is of length k. Generally, the 

codebook is generated using the LBG algorithm. Let the codebook be a set of N vectors, �� � ���, �
, ��, ⋯ , ���. 

Where �� contains k number of elements. The codebook contains the representatives of all the training vectors. Every 

training vector must be mapped into one of the code vectors. This association is decided based on the minimum 

distance between the code vector and the training vector. Thus, there is an index matrix for indicating specific training 

vector mapping to a specific code vector. It contains one index value for each � � � sub-image/block. The objective 

of the LBG algorithm is to find the codebook for which the total distortion during the quantization of training vectors 

is minimized. 

The LBG algorithm produces one codebook and one index matrix. The generated codebook along with the index matrix is 

stored as a compressed form of the original image. Application of a lossy compression on the index matrix is not desirable 

because if the index value is altered, then it may point to a wrong code vector resulting distorted reconstructed image. So, the 

study aims to compress the codebook for better a compression ratio. The goal of the study is to compress the VQ-generated 

codebook further. Let the size of the VQ-generated a codebook � � 16. The codebook consists of � number of codewords and 

each codeword consists of sixteen elements. Fig. 1 shows one sample codework containing sixteen elements. Each element has 

a depth of 8-bits. Generally, N is taken as 256. 

 

Fig. 1 A sample codeword of size 16 

This section explains the method to compress the codebook further for a better compression ratio. Thus, if the method is 

integrated along with VQ, then the VQ becomes a two-step compression method- (1) VQ compression and (2) codebook 

compression. Here, the second step is explained. It is codebook compression and codebook decompression methods. The steps 

of the encoding and decoding process are explained below. 

3.1.   Encoding process 

The steps of encoding the VQ-generated codebook are given in Algorithm 1. 

Algorithm 1: Codebook compression 

Input: VQ-generated codebook, Output: Compressed codebook  

Step 1: Let the ith codeword is ��� . Here minimum and maximum values of ��� codeword, ���  are ���� � �������� 

and � �� � � ������. The threshold value, !�  for ��� codeword is also calculated using: 

3

−
=

i i
i

MAX MIN
T  (1) 

For the codeword shown in Fig.1, the minimum value, ���� � 16, maximum value, � �� � 66, and threshold value, !� �

""#�"

�
� �66 $ 16� 3⁄ � 17. Fig. 2 shows the ����  and !�  values of the codeword shown in Fig. 1. For each codeword, the 

minimum ����  and threshold !�  values are stored along with the encoded codeword. 



 Proceedings of Engineering and Technology Innovation, vol. 26, 2024, pp. 45-54 48 

 

Fig. 2 The minimum and threshold values 

of the codeword shown in Fig. 1 

Step 2: The range, � �� $����  is quantized into four levels as follows. There is a tradeoff between the number of 

levels considered and the information loss. Increasing the number of levels reduces information loss but demands more storage 

space for each element.  Conversely, decreasing the number of levels reduces storage space but may result in higher 

information loss. The goal is to identify the optimized number of levels for a code vector, balancing minimal information loss 

with high compression efficiency.  Selecting two levels (bit depth 1) incurs significant information loss while opting for eight 

levels (bit depth 3) increases storage requirements. So, four levels (bit depth 2) are considered in this study for optimized 

results. 

0
= iL MIN  (2) 

1
= +i iL MIN T  (3) 

2
2= + ×i iL MIN T  (4) 

3
3= + ×i iL MIN T  (5) 

So, for the codeword shown in Fig. 1, the quantized four levels are () � 16, (� � 33, (
 � 50, and (� � 67. 

Step 3: For each element in the codeword, the Euclidean distance between the element and all four levels (), (�, (
, and 

(� are calculated. Each element is replaced with that level index which has the minimum distance. 

 

Fig. 3 The quantized levels of the codewords (shown in Fig. 1) 

Step 4: Every value of the newly created codeword is converted into a 2-bit binary value. Each element shown in Fig. 3 is 

converted into a 2-bit binary pattern and it is shown in Fig. 4. 

 

Fig. 4 The generated codeword once each value is converted to a 2-bit binary value 

Step 5: Four consecutive binary values (as shown in Fig. 4) are concatenated together. Fig. 5 shows the concatenated 

binary string of 8-bits for the four consecutive 2-bit binary strings shown in Fig. 4. 

 

Fig. 5 Merged binary codeword after taking each set of four consecutive 

values together (from Fig. 4) 

Step 6: Convert each eight consecutive binary bits into decimal. Fig. 6 shows the converted decimal values of the binary 

strings in Fig. 5. 

 

Fig. 6 Decimal codeword 

This process is repeated for every code vector of the VQ-generated codebook to get the compressed codebook. A portion 

of the codebook generated by the VQ algorithm for the R channel of the Pepper image is shown in Table 1. Table 2 shows the 

encoded codebook of the VQ-generated codebook shown in Table 1. The second last column and the last column of Table 2 

show the minimum and threshold values (of the respective codebook in Table 1) respectively. This modified codebook as 

shown in Table 2 is stored as the compressed form of the VQ-generated codebook. The size of the compressed version of the 

codebook is � � �4 - 2� � � � 6 instead of the original size � � 16, where each element is of depth 8-bits. 
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Table 1 A portion of the codebook generated by the VQ algorithm of the R channel of the pepper image 

24 22 22 23 21 20 21 24 20 20 19 21 23 21 20 21 

85 72 63 61 83 75 73 66 131 128 80 71 133 83 75 73 

67 55 62 61 58 54 54 62 55 52 59 71 68 58 54 54 

119 119 130 139 117 122 126 138 118 120 129 139 114 117 122 126 

60 57 60 82 53 54 54 63 64 53 52 60 72 53 54 54 

111 106 121 121 93 95 119 124 88 87 115 132 82 93 95 119 

Table 2 Compressed codewords and their respective minimum 

and threshold values of the codebook in Table 1. 

Compressed codewords Minimum Threshold 

224 87 81 149 19 2 

64 84 244 213 61 24 

218 66 71 112 52 6 

91 27 27 6 114 8 

87 2 7 192 52 7 

175 95 11 23 87 12 

3.2.   Decoding of the encoded codebook: 

It is the reverse process of the encoding steps. The steps of decoding the encoded codebook are discussed in Algorithm 2. 

Algorithm 2: Decoding the encoded codebook  

Input: Compressed codebook, Output: Decompressed codebook 

Step 1: Convert each decimal value of the codeword into an 8-bit binary value. Split the 8-bit binary string into four by 

taking two consecutive binary bits together. Fig. 7 shows the 8-bit and 2-bit binary strings of the elements shown in Fig. 6. 

 

Fig. 7 Codeword after conversion of each decimal value of Fig. 6 into 8-bit binary value then 

taking 2-bits together 

Step 2: Take each 2-bit binary value and convert it into a decimal value. These are the index values of the quantized 

levels. 

 

Fig. 8 Codeword after translating each 2-bit binary value of the codeword shown in Fig. 7 to decimal 

Step 3: Let the value of a cell be x in Fig. 8. Then the corresponding element or quantized level is calculated as 

′ = + ×L MIN T x  (6) 

where ���  is the minimum value of the codeword and !  is the threshold value.���  and !  are stored along with the 

compressed codeword. Replace elements with the computed level value. Thus, all elements of the codeword are retrieved. The 

computed elements are shown in Fig. 9 for each element of the Fig. 8. 

 

Fig. 9 Retrieved codewords after substituting the corresponding level value for each element in Fig. 8 

The codeword shown in Fig. 9 is the decoded codeword. To decompress the codebook completely, repeat the decoding process 

for all � number of codewords. 
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4. Experimental Result 

The codebook compression method is tested on benchmark color images i.e.- Lena, baboon, house, etc., and images from 

the UCID.v2 database. It is implemented using the MATLAB2018. The performance is evaluated using three performance 

metrics [15-16]- (a) compression ratio, (b) peak signal-to-noise ratio, and (c) structural similarity index 

Fig. 10 shows the original pepper image, and the decompressed images, using the conventional VQ, codebook 

modification method (CBM), and the VQ with codebook compression method respectively. It shows that the visual quality of 

decompressed images using the VQ and new method (it is a two-step VQ compression method where for the second stage, 

codebook compression is done by above discussed method) is almost similar. Here, the codebook size is taken as 256 and each 

codeword contains 16 elements (the block size is 4) for all three channels. 

  

(a) Original pepper image (b) Compressed image using the VQ 

  

(c) Compressed image using the CBM (d) Compressed image using VQ with codebook compression 

Fig. 10 Original pepper image and its compressed version using different methods 

The standard VQ-generated codebook [1-4] is of size � � 16 where � � 128 or 256, 16 is the number of elements in 

each codeword, size of each element is one byte (8-bit depth). Therefore, the required storage space for the codebook is 

� � 16 � 8 � � � 128 bits. Using the new approach, each encoded codeword contains four elements of length 8-bits, also 

each codeword is required to store the minimum and threshold values.  Each of these minimum and threshold values is 8-bits in 

length. Here, each encoded codeword requires 4 � 8 - 8 - 8 � 48 bits. Therefore, to store the compressed codeword requires 

� � 48 bits. So only for the codebook the required storage space is reduced by �� � 128 $ � � 48 � � 128⁄ � � 100% �
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62.50%. The method effectively reduces the storage space requirement by up to 3% more than the VQ for an image of size 

256 � 256 to 512 � 512. Table 3 shows the percentage of storage space reduction achieved using the VQ, CBM, and VQ 

with codebook compression. Here, the new method performs better than CBM, and also CBM performs better than VQ. 

Table 3 Amount of storage space reduced using VQ [1], codebook modification [12], and 

VQ with codebook compression 

Image 
Amount of storage space reduced (percentage) 

VQ [1] CBM [12] VQ with codebook compression 

4.1.01.tiff 88.48 90.81 91.08 

4.1.02.tiff 88.67 91.06 91.28 

4.1.03.tiff 90.77 93.22 93.37 

4.1.04.tiff 88.39 90.85 90.99 

4.1.05.tiff 89.15 91.49 91.75 

4.1.06.tiff 89.00 91.46 91.60 

4.1.07.tiff 89.43 91.87 92.04 

4.1.08.tiff 89.44 91.78 92.04 

4.2.07.tiff 93.24 93.81 93.90 

mandril.tif 92.72 93.18 93.37 

4.2.05.tiff 93.85 94.42 94.50 

house.tiff 94.20 94.78 94.85 

ucid00006 93.10 93.63 93.96 

ucid00007 92.00 92.73 92.86 

ucid00008 93.16 93.74 94.03 

ucid00028 93.29 94.08 94.15 

Fig. 11 shows a bar chart for performance comparison in terms of the percentage of space reduction achieved using VQ, 

CBM, and VQ with codebook compression. It is shown for sixteen images of varying sizes- benchmark color images of size 

256 � 256, benchmark color images of size 512 � 512, and four images of UCID.v2.0 of size 384 � 512. In this respect, it 

may be observed that the VQ with the codebook compression method performs better than the CBM and VQ. For the index 

matrix, run-length encoding (RLE) has been applied to all 8 � 8 blocks in a zigzag manner. 

 

Fig. 11 Percentage of space reduction using VQ, codebook modification, and VQ with codebook compression 

The PSNR between the original image and encoded image using VQ, CBM, and the new method is shown in Table 4. It 

shows that the visual quality of the encoded image using the VQ is slightly better than VQ with codebook compression in terms 

of PSNR. But it performs better than the CBM. Fig. 12 shows the comparative bar chart of the average PSNR obtained between 

the original image and encoded image using VQ, CBM, and VQ with codebook compression. It is again shown for the same set 

of images as shown in Fig. 11. The visual quality of the decompressed images using the VQ is slightly better than the new 

approach. 
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Table 4PSNRbetween the original and encoded image using VQ, CBM, and VQ with codebook compression 

Image 

PSNR 

VQ CBM VQ with codebook compression 

R G B R G B R G B 

4.1.01.tiff 34.66 38.39 36.87 32.97 37.45 36.57 34.36 38.41 36.85 

4.1.02.tiff 35.31 39.93 38.70 34.88 38.74 37.82 35.10 39.88 38.66 

4.1.03.tiff 38.49 46.30 42.80 37.15 45.45 41.89 37.90 46.18 42.68 

4.1.04.tiff 36.13 37.62 35.70 35.14 37.12 35.40 35.72 37.54 35.72 

4.1.05.tiff 35.52 37.10 35.48 33.86 36.87 34.53 35.06 36.98 35.49 

4.1.06.tiff 29.64 36.52 33.42 29.14 36.00 33.12 29.34 36.45 33.40 

4.1.07.tiff 39.15 39.42 38.18 37.92 38.98 37.88 38.37 39.52 38.24 

4.1.08.tiff 37.06 37.98 37.14 34.49 36.72 36.52 36.32 37.97 37.20 

4.2.07.tiff 33.51 35.17 34.73 32.22 34.95 34.45 33.29 35.16 34.74 

mandril.tif 25.83 30.25 30.84 25.16 30.79 31.70 25.75 30.22 30.82 

4.2.05.tiff 33.35 37.58 37.34 32.78 36.87 36.98 33.06 37.57 37.29 

house.tiff 31.21 36.17 33.34 30.78 35.65 33.12 31.04 36.10 33.31 

ucid00006 25.82 36.11 35.53 24.95 36.49 35.92 25.74 35.94 35.33 

ucid00007 25.06 33.76 34.73 23.91 34.52 35.40 24.87 33.59 34.14 

ucid00008 28.34 37.65 37.39 27.29 37.45 37.40 28.17 37.47 37.21 

ucid00028 30.37 40.52 39.25 29.58 39.97 38.02 30.04 40.30 39.04 

 

 

Fig. 12 Average PSNR between the original image and encoded image using VQ, CBM, and VQ with codebook compression 

Table 5 shows the SSIM between the original image and the encoded image using VQ, the CBM, and the new method. In 

terms of SSIM, the visual quality of compressed images using the new method and the VQ is almost similar. Again, it is better 

than the codebook modification method. 

Table 5 SSIM using VQ, Codebook modification, and VQ with codebook compression 

Image 
SSIM 

VQ [2] CBM [13] VQ with codebook compression 

4.1.01.tiff 0.8999 0.8569 0.8966 

4.1.02.tiff 0.9080 0.8991 0.9046 

4.1.03.tiff 0.9544 0.9487 0.9525 

4.1.04.tiff 0.9549 0.9488 0.9532 

4.1.05.tiff 0.9595 0.9482 0.9582 

4.1.06.tiff 0.9097 0.9042 0.9056 

4.1.07.tiff 0.9850 0.9821 0.9844 

4.1.08.tiff 0.9824 0.9662 0.9810 

4.2.07.tiff 0.9714 0.9657 0.9707 

mandril_color.tif 0.8086 0.8020 0.8089 
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Table 5 SSIM using VQ, Codebook modification, and VQ with codebook compression (continued) 

Image 
SSIM 

VQ [2] CBM [13] VQ with codebook compression 

4.2.05.tiff 0.9140 0.9098 0.9112 

house.tiff 0.9246 0.9210 0.9229 

ucid00006 0.7934 0.7588 0.7924 

ucid00007 0.8585 0.8294 0.8560 

ucid00008 0.8758 0.8381 0.8736 

ucid00028 0.8912 0.8714 0.8888 

Fig. 13 shows the bar chart of SSIM obtained between the original image and the encoded image using VQ, the CBM, and 

the new method for the same set of images. It is observed that in terms of SSIM, the visual quality for decompressed images 

using VQ with codebook compression and VQ is almost similar. The new method always performs better than the CBM. 

 

Fig. 13 SSIM between an original image and the encoded image using VQ, Codebook modification, and 

VQ with codebook compression 

Another perspective is the additional time complexity introduced for the VQ due to the compression of the codebook. The 

time complexity of the codebook compression method 2���, where N is the number of codewords in the codebook. Additional 

computations for codebook compression have four steps- (a) Searching the minimum and maximum value of the code vector- 

It requires a fixed number of computations. Because the size of the code vector and the number of code vectors in a codebook 

are two predetermined fixed values. Generally, the size of the code vector is 16, and the codebook size (number of code vectors) 

is either 128/256 respectively, (b) Finding the threshold for mapping into four levels- for a given code vector and given 

maximum and minimum values, a division operation is required to find the threshold value. (c) Quantization step- at most four 

multiplications and four addition operations are required to quantize each code word into four levels. Thus, the number of 

computations for encoding a codeword is fixed. As the number of codewords in a codebook is also fixed, let it be �. Hence, the 

additional time complexity of the codebook compression is 2���. Therefore, the time complexity of the VQ algorithm is 

increased 2��� if the codebook compression is integrated with the VQ. 

5. Conclusions 

In this study, the VQ algorithm is modified as a two-step compression method. This study method improves the 

compression ratio of the VQ algorithm. It reduces the size of the VQ codebook by 62.50%. The visual quality of encoded 

images using VQ and this method is almost similar in terms of PSNR and SSIM. In terms of storage space requirement, for 

images of size 256 � 256 and 512 � 512, it improves the overall performance of the VQ by up to 3%. Future work may be 

aimed at the compression of the index matrix to further improve the compression performance of VQ. 
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