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Abstract 

This study aims to design energy demand forecasting models for energy management in hybrid microgrid 

systems using optimized machine learning techniques. By incorporating temperature, humidity, season, hour of the 

day, and irradiance, the complex relationship between these input parameters and the yield of photovoltaics, 

generator, and grid energy sources is examined. Five different machine learning models including linear regression, 

random forest (RF), support vector regression, artificial neural network, and extreme gradient boosting models are 

adopted in this study. Evaluation of model performance shows that the RF model is the best candidate for the dataset, 

with a mean-squared error of 0.2023, mean absolute error of 0.0831, root-mean-squared error of 0.4498, and R² score 

of 0.9992. Shapley additive explanations analysis identified key predictors such as hour, irradiation, and season 

while highlighting the negative impact of humidity and day of the week on energy demand.  
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1. Introduction 

To properly size their energy supply systems, institutions need precise energy demand forecasts. Global electric power 

systems depend on load forecasts for energy trading, operational strategies, and planning. Deregulation and competitive 

markets have transformed traditional sectors, and the Kyoto Protocol mandates both a reduction in carbon emissions and an 

increase in renewable energy integration, which are crucial for energy sustainability [1]. Renewable sources are intermittent 

and affected by weather, while electricity demand varies with weather, population distribution, and lifestyle patterns, 

necessitating accurate forecast models for proper energy system sizing [1, 2]. Integrating renewable energy into power systems 

adds complexity, and creates challenges in maintaining energy balance [3]. Therefore, to balance supply and demand, reduce 

operation costs, and increase energy system reliability, energy demand forecasting is crucial. In hybrid microgrid systems, 

which integrate non-renewable energy with renewable energy sources, this task becomes even more complex [4]. Because of 

their unpredictability and uncertainty, renewable energy sources require sophisticated forecasting models capable of handling 

large datasets and identifying intricate patterns in energy usage. Energy demand forecasting has shown significant potential 

with machine learning models. Linear regression (LR) is effective for predicting demand when variable relationships are linear 

[5], while random forest (RF) offers excellent capability in handling large datasets with multiple features for regression [6]. 
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Support vector regression (SVR), on the other hand, is noted for its robustness against overfitting, particularly with variable 

data [7, 8]. Meanwhile, artificial neural network (ANN) models benefit from enhanced predictive accuracy and convergence 

when optimized using the ADAM optimizer [9, 10].  

Recent research highlighted the use of machine learning (ML) models for forecasting energy consumption, with Sun-

Youn Shin et al. [11, 12] showing that, while traditional econometric models may outperform ML models in stable conditions, 

ML models excel with irregular time series data. However, to interpret ML model efficiency and identify input parameters that 

influence energy demand, Shapley additive explanations (SHAP), a game-theory-based analysis, is used [13]. ML models find 

diverse applications in the literature. The efficacy of the ANN model is emphasized by Narayan et al. [14] who designed an 

improved radial basis function neural network (RBFNN) with parameters optimized using particle swarm optimization (PSO) 

for pitch control of rated power generators, Adeer Khan and Mehran Sudheer [15] adopted RF for classification of land use 

land cover (LULC) maps for supporting better planning and urbanization of cities. Similarly, Dhaked et al. [8] adopted RF to 

forecast fuel cell deterioration in proton exchange membrane fuel cells. Additionally, Dhaked et al. [12] in another study, 

proposed long short-term memory (LSTM) to forecast PV output for energy management. Overall, this body of literature 

demonstrates the effectiveness of ML models across various applications. Energy demand forecasting in microgrid systems is 

essential for efficient operations.  

A review by Raniya [16] presents a comparative analysis of artificial neural networks, ML, and deep learning forecasting 

techniques, highlighting their effectiveness in forecasting energy demand and renewable energy sources. In the same vein, 

ANN optimized by Levenberg-Marquardt optimization is proposed for forecasting in cluster microgrids by Sivakavi et al. [17]. 

Similarly, Rasha M. Abd El-Aziz [18] proposed hybrid machine learning which integrates multilayer perceptron (MLP), SVR, 

and the catboost algorithm for the prediction of energy consumption in renewable energy sources, results show that the 

proposed model outperformed the existing models. David Mhlanga [19] assesses the potential of deploying artificial 

intelligence (AI) and ML models for energy consumption and emphasizes the potential benefits of AI and ML for the energy 

sectors, especially for developing nations. R. Sing et al. [20] used SVR for energy management and forecasting of wind and 

solar power generation, leveraging historical weather data. Despite these advancements, ML models for the multioutput 

forecast of the energy yield from multiple sources to meet the energy demand in microgrid systems with diverse energy sources 

remain limited, making this study a valuable contribution to the field.  

This proposed study aims to develop machine learning models for effectively forecasting energy demand in a hybrid 

microgrid system. By employing the RF model, the research will address the challenge of predicting multiple energy source 

yields to meet energy demands, with the objective of achieving superior prediction accuracy and system performance compared 

to existing models. The proposed approach will be tested using energy demand data from the Nile University of Nigeria in 

Abuja, with the goal of adapting the model for similar energy systems with comparable datasets. The methodology for this 

proposed research will be detailed in Section 2, the expected results and their significance will be outlined in Section 3, and 

the anticipated contributions to the field will be summarized in Section 4. 

2. Methodology 

This research is structured into four main phases: data collection, data processing, machine learning model development, 

and hyperparameter optimization, concluding with SHAP analysis. The data collection methodology, detailed by Zarma et al. 

[21], develops a comprehensive dataset through various qualitative and quantitative techniques. After collection, the data is 

rigorously processed to handle missing data, normalize values, and transform variables for improved model performance. 

Several machine learning algorithms are explored to identify the most effective model based on the dataset's characteristics 

and research objectives. Furthermore, hyperparameter optimization is applied to fine-tune model parameters for enhanced 

accuracy and generalization. Finally, SHAP analysis is deployed to interpret model predictions, offering insights into feature 
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contributions and underlying data patterns. In summary, Fig. 1 illustrates case the different stages in the study, from data 

collection and processing to data splitting, model development, optimization, and SHAP analysis.  

 

Fig. 1 Methodology of the study 

The monthly energy contributions from the three sources on the campus over eight months are shown in Fig. 2. It can be 

observed that almost every month, the Abuja electricity distribution company (AEDC), which is the public utility grid, is the 

largest energy contributor, followed by the diesel generators, and lastly the PV system. 

 

Fig. 2 Monthly contribution of energy sources 

2.1.   Dataset population 

Populating datasets is crucial for effective statistical analysis, machine learning modeling, and decision-making, as it 

enables robust analysis, enhances interpretability through techniques such as SHAP, improves model training, and facilitates 

data visualization, leading to more reliable insights and informed decisions.  
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Accordingly, distinguishing between peak and off-peak times is vital for energy management and optimizing resource 

allocation and pricing strategies for power stations [22]. Therefore, the collected dataset is populated using a normal 

distribution given by. 
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Therefore, using a normal distribution given by Eq. (1) and a simulation of Nile University of Nigeria's energy demand from 

6 a.m. to 6 p.m., the peak and off-peak demand values are randomly generated using Eq. (2) within the threshold of daily 

consumption given by Eq. (3). Ultimately, 4,928 data points are generated accordingly for the ML models. 

2( , )ix N  
 (2) 

T k = +   (3) 

where N is the normal distribution function, µ  represents the mean, σ is the standard deviation of the day in view, k is the 

scaling factor, and T is the energy threshold of consumption. 

2.2.   Dataset description 

The data description provided in Table 1, which summarizes descriptive statistics such as count, mean, standard deviation 

(SD), minimum (min), maximum (max), and percentiles, is essential for creating machine learning models [23]. It aids in 

identifying missing values, detecting outliers, and interpreting data distribution, which enables prudent preprocessing decisions 

for accurate modeling.  

Table 1 Statistical description of the dataset 

data 

descriptor 

predictors target output 

day hour month season temp humidity Irr. rain gen (MWh) 
grid 

(MWh) 

PV 

(MWh) 

total 

(MWh) 

count 4,928 4,928 4,928 4,928 4,928 4,928 4,928 4,928 4,928 4,928 4,928 4,928 

mean 16 11 8 2 29 60 47 10 16 21 5 42 

SD 9 7 2 1 7 10 53 3 10 13 6 29 

min 1 0 5 1 10 30 0 1 3 5 0 8 

25% 8 5 6 1 24 53 0 8 7 9 0 16 

50% 16 11 8 2 29 60 0 10 9 14 0 24 

75% 23 18 10 3 34 67 93 12 24 30 10 65 

max 31 23 11 3 42 90 150 19 35 50 30 115 

2.3.   Data distribution 

Examining the distribution of input predictors is essential for understanding their influence on the energy demand 

forecasting model [24]. The data reveals significant variability across different hours of the day, as illustrated in Fig. 3(a), 

along with moderate fluctuations in daily energy consumption patterns throughout the week, as depicted in Fig. 3(b). Seasonal 

effects, particularly during the harmattan season [Fig. 3(c)] and distribution of rainfall [Fig. 3(d)], play a key role in evaluating 

energy demand. Additionally, understanding the impact of temperature and solar irradiation (Irr.) on energy consumption is 

critical, as shown in Fig. 3(e) and Fig. 3(f), where temperatures range from 10°C to 42°C, displaying both broad and moderate 

variability. 
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(a) Day of the week (b) Hour of the day 

  
(c) Season (d) Rain 

  
(e) Temperature (f) Irradiation 

Fig. 3 Distribution of input predictors 

Similarly, the distribution of the target response is shown in Figs. 4(a)-(d). However, the high standard deviations in 

AEDC, as shown in Fig. 4(b), and total energy mentioned in Fig. 4(d) indicate significant fluctuations due to factors such as 

temperature and humidity, while the minimum and maximum values are essential for detecting outliers and guiding data 

transformation. 
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(a) Gen energy (MWh) (b) Grid energy (MWh) 

  
(c) PV energy (MWh) (d) Total energy (MWh) 

Fig. 4 Distribution of target outputs 

2.4.   Modeling of energy demand forecast modeling 

This section presents the machine learning models proposed in this study, starting with the simplest model, LR, which 

serves as a baseline for understanding the relationship between input features and the target outputs. Following LR, SVR is 

explored to enhance predictive performance by mapping inputs into higher-dimensional spaces. The study also incorporates 

more advanced models, such as extreme gradient boosting (XGBoost) for efficient and powerful boosting capabilities, and 

ANN for capturing complex, non-linear patterns in the data. Lastly, RF is employed for its robustness and ability to handle 

large datasets with high variance, providing a comprehensive approach to model development and performance evaluation. 

2.4.1.   Linear regression 

The first model proposed for analyzing energy consumption is linear regression, which is one of the most basic and widely 

used statistical methods in machine learning and data analysis. LR determines the relationship between the yield of the PV 

system, gens, and public utility grid, and the observed data for temperature, humidity, season, holidays, and hour of the day 

by fitting a linear equation expressed by 

0 1 2 3 4 5ŷ w wT w H w S w h w d= + + + + +
 

(4) 

where �̂� is the predicted response, w0, w1, w2, w3, w4, and w5 are the weights associated with each feature, and T, H, S, h, and 

d represent temperature, humidity, season, hour of the day, and a binary variable for holidays, respectively. 
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2.4.2.   Support vector machine 

SVR is the second forecasting model. It uses a subset of training data to optimize the best-fit position and finds the 

hyperplane with the maximum margin to distinguish classes. In this work, the radial basis function (RBF), which compares 

data points based on their Euclidean distance, is adopted as the Kernel function to predict the target output given by  

1
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where �̂� is the predicted output, 𝐻𝑖 , 𝑆𝑖 , ℎ𝑖 , 𝑑𝑖  represent the support vectors of the input predictors (temperature, humidity, 

season, hour of the day, and holidays), K is the kernel function, αi is the learning rate, and b is the bias term. 

2.4.3.   Random forest 

The random forest algorithm is a robust machine learning technique that builds multiple decision trees using random 

subsets of data and features, averaging their outputs to make predictions. This ensemble approach enhances accuracy and 

consistency. Systematically, each decision tree takes the input predictors to produce a prediction based on node splits, as shown 

in Eq. (6). Subsequently, the RF aggregates the predictions from multiple decision trees to generate the final target output 

prediction, as presented in Eq. (7). 

D ( ,  ˆ ,  ,  ,  )i iy T H S h d=  (6) 

1

1 N

i

t

y y
N =

= 
 

(7) 

where �̂� is the predicted output, Di represents each decision tree for each input predictor (T, H, S, h, d), N is the number of 

trees, and �̂�𝑖 is the output of each tree. 

2.4.4.   Artificial neural network 

Neural networks autonomously learn mappings from inputs to outputs through interconnected layers of neurons, using 

forward propagation to adjust weights, biases, and activation functions. This process, guided by backpropagation, minimizes 

output error by iteratively adjusting parameters to reduce discrepancies between expected and actual outputs. Training involves 

minimizing the loss function, such as mean squared error or cross-entropy, to improve model accuracy and performance. The 

output of the model is determined by  

( ( ,  ,  ,  ,  ) )ŷ f W T H S h d b=  +  (8) 

where �̂� is the target output, W is the weight matrix, (T, H, S, h, d) are the input predictors, b is the bias, and f is the activation 

function 

The activation function's role is to introduce nonlinearity into the neural network. Activation functions have a range of 

types, including sigmoid, tanh, and rectified linear units (ReLU). Meanwhile, the ReLU as expressed in Eq. (9) is chosen 

because of its simplicity and robustness as the activation function in this study. 

0, 0
, 0( ) x

x xf x 
=  (9) 

2.4.5.   Extreme gradient boosting (XGBoost) 

The regression tool XGBoost uses the concept of gradient boosting to forecast continuous values. In this process, decision 

trees are constructed iteratively to minimize the loss (typically squared error) between the predicted and actual values. 

XGBoost optimizes the model through advanced techniques such as shrinkage, tree pruning, and regularization (L1 and L2) 
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which help prevent overfitting and enhance generalization. It can handle missing data effectively and performs especially well 

with large datasets. 

2.5.   Hyperparameter optimization using adaptive moment estimation 

The adaptive moment estimation (ADAM) optimization algorithm, introduced by Kingma and Ba in 2014 [10], combines 

the benefits of the adaptive gradient algorithm (AdaGrad) and root mean square propagation (RMSProp) and has emerged as 

one of the most widely used techniques for training deep learning models. Its adaptive learning rate capabilities render the 

suitability for training deep neural networks. ADAM calculates adaptive learning rates for each parameter by estimating the 

first and second moments of the gradients as presented in Eq. (10).  

1 ( )t t tJ   + = −   (10) 

where 𝑦 ̂ is the model parameter, α is the learning rate, and J(θt) is the cost function. 

To accelerate a gradient vector in the correct direction, thereby accelerating convergence, the momentum update rule is 

determined by Eq. (11). Furthermore, adopting the RMSProp-based ADAM optimization technique, the learning rate of the 

ANN model is determined by Eq. (12). 

1 1 1(1 )t t tv v g −=  + −   (11) 

2

2 1 2(1 )t t ts s g −=  + −   (12) 

where vt is the moving average of the gradient, β1 is the decay rate, gt is the gradient at time step t, st is the moving average of 

the squared gradient, and β2 is the decay rate for the squared gradient.  

Additionally, the bias correction in ADAM is used to adjust the initial bias in the first and second moment estimates as 

shown in Eq. (13). The final parameter update rule for ADAM is determined using Eq. (14). 
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2.6.   Model evaluation 

The performance of machine learning models is evaluated using statistical metrics such as RMSE, MAE, MSE, and R2. 

These metrics are essential for evaluating model accuracy and understanding how individual input factors affect model 

predictions. Accordingly, these metrics are determined by Eqs. (15)-(18) respectively.  
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where yi is the actual observation, �̂� is the estimated observation, and �̅� the mean value of yi 

2.7.   Validation of proposed models 

To develop and evaluate the prediction model, the dataset is split into training (80%) and testing (20%) sets. The testing 

set is used to evaluate the model's accuracy after it is trained on the training set. This split technique is chosen due to its track 

record of producing strong generalizations.  

2.8.   Shapley explanations 

SHAP is a widely used method for interpreting machine learning model predictions by calculating Shapley values for 

each feature, which indicate the feature's contribution to a prediction [25]. Rooted in cooperative game theory, SHAP employs 

an additive attribution technique to quantify each feature's relative impact on the model's output. This method is particularly 

valuable for understanding complex models, such as deep neural networks, by clarifying the underlying logic of predictions. 

In this study, SHAP analysis is used to assess how predictors influence model prediction accuracy.  

3. Results and Discussion 

This section explores various data analysis techniques used in the study, starting with pair plots to visualize the 

relationships and distributions between variables. It then discusses the optimization of hyperparameters to enhance model 

performance and accuracy. The analysis also includes Spearman correlation to measure the strength and direction of 

associations between features.  

Additionally, feature importance is assessed to identify the most influential variables, supported by SHAP waterfall plots 

that provide detailed insights into feature contributions. A comparison of model performance metrics is conducted to evaluate 

and rank each model's effectiveness, and scatter plots are utilized to visually compare predictions against actual values, further 

validating model accuracy. 

3.1.   Predictors and target relation 

The study examines how target variables (gen energy, grid energy, PV energy, and total energy) interact with the 

predictors (hour, month, season, temperature, and irradiance). A pairplot is utilized to visualize the relationships between the 

predictors and targets Fig. (5). 

  

(a) Pairplot of input predictors against gen energy 

Fig. 5 Pairplot of predictors vs target output 
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(b) Pairplot of input predictors against grid energy 

 
(c) Pairplot of input predictors against PV energy 

  

(d) Pairplot of input predictors against total energy 

Fig. 5 Pairplot of predictors vs target output (continued) 

Additionally, irradiance and temperature show a multimodal relationship with the target outputs, influenced by seasonal 

variations, indicating that energy consumption has different peaks across the seasons. 

3.2.   Hyperparameter optimization 

Selecting hyperparameters is essential for optimizing ML model performance, as it enhances model effectiveness, reduces 

computational costs, and ensures robustness and adaptability.  

Table 2 Optimized hyperparameters 

Model ANN 

Hyperparameter Hidden layers Learning rate Dropout rate Activation functions Optimizer Batch size Epochs 

Value 480 0.0001 0.2 ReLU ADAM 32 400 

Model SVR 

Hyperparameter kernel C Gamma Epsilon Optimizer 

Value 'rbf' 1 0.1 0.1 Grid search 

Model RF 

Hyperparameter Bootstrap Criterion Max depth Max features Optimizer Max leaf nodes n_Estimator 

Value TRUE Squared error None 1 Grid search None 100 

Model XGBoost 

Hyperparameter objective Learning rate Subsample Max depth Optimizer alpha n_Estimator 

Value Squared error 0.1 0.3 5 gbtree 5 100 
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Thus, the optimized hyperparameters for the models adopted in this study are shown in Table 2. The ANN model is 

configured with 480 hidden neurons, a learning rate of 0.0001, a dropout rate of 0.2, ReLU activation, and the ADAM optimizer, 

trained using a batch size of 32 over 400 epochs. Similarly, the SVR model utilizes an RBF kernel, with hyperparameters C=1, 

Gamma=0.1, and Epsilon=0.1, tuned through grid search. Furthermore, the RF model uses 100 estimators, bootstrapping, 

squared error as the split criterion, and no maximum depth, with hyperparameter tuning conducted via grid search. Likewise, 

the XGBoost is implemented with a gbtree objective, a learning rate of 0.1, a max depth of 5, a subsampling rate of 0.3, and 

L1 regularization (Alpha=5) across 100 estimators. Each model is systematically optimized to enhance predictive accuracy 

while minimizing overfitting. 

3.3.   Predictor score and correlation matrix 

The analysis of energy consumption at Nile University, illustrated in Fig. 6(a) using the Spearman correlation matrix, 

reveals significant connections between various factors and energy usage. Grid energy shows the highest correlation with total 

consumption (0.992), followed by generator energy (0.87) and solar PV energy (0.73). Irradiance (sunlight) emerges as the 

most correlated factor among the energy sources, with temperature, time of day, and month also playing important roles. As 

shown in Fig. 6(b), the feature importance plot confirms irradiance as the most influential factor in forecasting energy 

consumption, with temperature, month, and season following, highlighting the impact of environmental and temporal 

conditions on energy demand.  

  

(a) Correlation matrix of predictor (b) Feature importance of input predictors 

Fig. 6 Feature importance and correlation matrix of predictors 

3.4.   Shapley additive explanations interpretation (SHAP) 

The feature importance plots in the previous section highlight the contribution of each feature to overall model accuracy, 

while the SHAP plots explain how individual features influence specific predictions. SHAP values adjust the base value, which 

is the average prediction, to determine the final forecast.  

In Fig. 7(a), "Hour" increases predictions by +2.53, while "Month" reduces them by -2.35, with smaller impacts from 

irradiance, season, and temperature. Fig. 7(b) shows that for AEDC energy, "Hour," irradiance, and season positively influence 

predictions, while "Month" and temperature decrease them. Fig. 7(c) indicates positive contributions from most predictors, 

except rain and temperature. Fig. 7(d) reveals negative influences from month, day, and humidity on total energy predictions. 

Final predictions are 15.662 (gen), 28.031 (AEDC), 12.456 (PV), and 56.15 (total energy), compared to the expected values 

of 16.117, 20.725, 4.576, and 41.418, respectively. 
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(a) SHAP values of predictors against gen energy (b) SHAP values of predictors against AEDC energy 

  

(c) SHAP values of predictors against PV energy (d) SHAP values of predictors against total energy 

Fig. 7 SHAP plots of predictors' influence on proposed models’ prediction accuracy  

3.5.   Metrics evaluation comparison 

To predict the energy contributions of sources in use by power station one of Nile University of Nigeria, five machine 

learning models are evaluated, including LR, SVR, XGBoost, ANN, and RF. The performance metrics for these models are 

summarized in Table 3, with the ANN model achieving an MSE of 0.2023, MAE of 0.0831, RMSE of 0.4498, and R² score of 

0.9992. A low MAE indicates that the RF model’s predictions are generally close to actual values, while a low MSE reflects 

high overall prediction accuracy with minimal large errors. A high R² score demonstrates that the model effectively explains 

a significant portion of the variance in the target variable, confirming a good fit to the data.  

Table 3 Model performance evaluation 

S/N Models 

Metrics 

R2 MSE MAE RMSE 

1 LR 0.5176 118.2013 07.4557 10.8720 

2 SVR 0.6729 219.4103 10.7714 14.8125 

3 XGBoost 0.8949 027.8321 03.4542 05.2756 

4 ANN 0.9975 000.4603 00.4048 00.6784 

5 RF 0.9992 000.2023 00.0831 00.4498 

Furthermore, comparing the proposed model to the existing literature, the proposed model also performed as expected. 

In a similar study by P. W. Khan et al. [26] which utilizes renewable and non-renewable energy sources to power loads in 

Korea, the hybrid ML model achieves an MAE of 15.72 and MSE of 472.9644 while the R2 metric is not evaluated for the 
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model. Additionally, Navid et al. [27] proposed a medium-term forecast using ML modes, where the R2 metrics ranged 

between 0.93 and 0.96, highlighting the effectiveness of the proposed model in this work.  

The ranking of the metric parameters is illustrated in Fig. 8(a) the root mean square logarithmic error (RMSLE) is a 

crucial performance metric for evaluating regression models, focusing on the logarithmic scale to compare the expected and 

actual values. As shown in Fig. 8(b), the error is initially large after approximately 10 epochs but decreases exponentially to 

below 0.2 as the number of iterations increases. 

  
(a) Model metric rankings (b) ANN root means square error 

Fig. 8 Plot of model evaluation metrics 

3.6.   Model prediction analysis 

This section analyzes scatter plots of predicted versus actual target outputs to assess model performance. The scatter plots 

in Fig. 9(a) show that the LR model exhibits significant scatter, indicating a poor fit. In Fig. 9(b), the SVR model demonstrates 

better clustering but still displays noticeable outliers. Fig. 9(c) illustrates that the XGBoost model achieves moderate fitting 

with significant scatter. In contrast, Fig. 9(d) shows that the ANN provides a better fit with minimal outliers, while in Fig. 9(e), 

the RF model also demonstrates improved clustering around the reference line. 

   
(a) Linear regression prediction output 

   

(b) SVR prediction output 

Fig. 9 Plot of proposed models’ prediction 
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(c) XGBoost predictions outputs 

  
 

(d) ANN predictions outputs 

  
 

(e) Randon forest prediction outputs 

Fig. 9 Plot of proposed models’ prediction (continued) 

4. Conclusion 

In this study, machine learning models—LR, XGBoost, SVR, ANN, and RF—were developed for the multioutput forecast 

of the energy demand of a hybrid microgrid system. These models were optimized through hyperparameter tuning, aiming to 

enhance predictive accuracy and interpretability concerning the effects of weather parameters, holidays, and office hours on 

energy demand. The models were built using data from the Nile University of Nigeria’s power station one energy source.  

Furthermore, SHAP analysis revealed the positive impact of input predictors on predicted energy sources and their yields. 

Model performance was assessed using R², MAE, and MSE metrics, with the RF model showing superior results with an MSE 

of 0.2023, MAE of 0.0831, RMSE of 0.4498, and an R² score of 0.9992. This study contributes to the body of literature as 

follows. 

(1) The study effectively developed machine learning models for multioutput prediction of the energy yield of a hybrid 

microgrid composed of diverse energy sources toward meeting load demand. 

(2) This study addresses the challenge of predicting energy demand from hybrid microgrid systems comprising renewable 

energy demands using a random forest. Results show that the RF model outperforms other models in prediction and 

system performance. 

(3) The proposed strategy was successfully implemented for energy demand forecasting at Nile University of Nigeria, Abuja.  
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Consequently, this study acknowledges the limitation in tuning hyperparameters in ML models; therefore, future research 

will consider hybridizing metaheuristic optimization algorithms with ML models for better hyperparameter tuning. 

Furthermore, the effect of energy yield on the fluctuations of voltage and frequency could be explored to enhance energy 

management systems. Finally, the proposed models can be adopted for energy systems with similar datasets. 

Conflicts of Interest 

The authors declare no conflict of interest. 

References 

[1] E. Dogan, M. Z. Chishti, N. K. Alavijeh, and P. Tzeremes, “The Roles of Technology and Kyoto Protocol in Energy 

Transition Towards COP26 Targets: Evidence from the Novel GMM-PVAR Approach for G-7 Countries,” 

Technological Forecasting and Social Change, vol. 181, article no. 121756, 2022. 

[2] C. Ammari, D. Belatrache, B. Touhami, and S. Makhloufi, “Sizing, Optimization, Control and Energy Management of 

Hybrid Renewable Energy System-A Review,” Energy and Built Environment, vol. 3, no. 4, pp. 399-411, 2022. 

[3] M. Khalid, “Smart Grids and Renewable Energy Systems: Perspectives and Grid Integration Challenges,” Energy 

Strategy Reviews, vol. 51, article no. 101299, 2024. 

[4] M. Issa, M. Rezkallah, A. Ilinca, and H. Ibrahim, “4 - Grid Integrated Non-Renewable Based Hybrid Systems: Control 

Strategies, Optimization, and Modeling,” Hybrid Technologies for Power Generation, pp. 101-135, 2022. 

[5] A. Ali, R. Jayaraman, A. Mayyas, B. Alaifan, and E. Azar, “Machine Learning as a Surrogate to Building Performance 

Simulation: Predicting Energy Consumption under Different Operational Settings,” Energy And Buildings, vol. 286, 

article no. 112940, 2023. 

[6] H. Wang, “Research on the Application of Random Forest-Based Feature Selection Algorithm in Data Mining 

Experiments,” International Journal of Advanced Computer Science and Applications, vol. 14, no. 10, pp. 505-518, 2023. 

[7] H. Lee, D. Kim, and J. H. Gu, “Prediction of Food Factory Energy Consumption Using MLP and SVR Algorithms,” 

Energies, vol. 16, no. 3, article no. 1550, 2023. 

[8] D. K. Dhaked, P. Kumar, and S. Ganguly, “Development of Data-Driven Model for Proton Exchange Membrane Fuel 

Cell Using Machine Learning Approaches,” Proceedings of IEEE 3rd International Conference on Control, 

Instrumentation, Energy & Communication, pp. 67-72, 2024. 

[9] I. H. Kartowisastro and J. Latupapua, “A Comparison of Adaptive Moment Estimation (Adam) and RMSProp 

Optimisation Techniques for Wildlife Animal Classification Using Convolutional Neural Networks,” Revue 

d'intelligence Artificielle, vol. 37, no. 4, pp. 1022-1023, 2023. 

[10] M. Reyad, A. M. Sarhan, and M. Arafa, “A Modified Adam Algorithm for Deep Neural Network Optimization,” Neural 

Computing and Applications, vol. 35, pp. 17095-17112, 2023. 

[11] S. Y. Shin and H. G. Woo, “Energy Consumption Forecasting in Korea using Machine Learning Algorithms,” Energies, 

vol. 15, no. 13, article no. 4880, 2022. 

[12] D. K. Dhaked, S. Dadhich, and D. Birla, “Power Output Forecasting of Solar Photovoltaic Plant using LSTM,” Green 

Energy and Intelligent Transportation, vol. 2, no. 5, article no. 100113, 2023. 

[13] Y. Gebreyesus, D. Dalton, S. Nixon, D. De Chiara, and M. Chinnici, “Machine Learning for Data Center Optimizations: 

Feature Selection using Shapley Additive Explanation (SHAP),” Future Internet, vol. 15, no. 3, article no. 88, 2023. 

[14] V. L. Narayanan, D. K. Dhaked, and R. Sitharthan, “Improved Machine Learning-Based Pitch Controller for Rated Power 

Generation in Large-Scale Wind Turbine,” Renewable Energy Focus, vol. 50, article no. 100603, 2024. 

[15] A. Khan and M. Sudheer, “Machine Learning-Based Monitoring and Modeling for Spatio-Temporal Urban Growth of 

Islamabad,” The Egyptian Journal of Remote Sensing And Space Science, vol. 25, no. 2, pp. 541-550, 2022. 

[16] R. Wazirali, E. Yaghoubi, M. S. S. Abujazar, R. Ahmad, and A. H. Vakili, “State-of-the-Art Review on Energy and Load 

Forecasting in Microgrids using Artificial Neural Networks, Machine Learning, and Deep Learning Techniques,” Electric 

Power Systems Research, vol. 225, article no. 109792, 2023. 

[17] S. N. V. B. Rao, V. P. K. Yellapragada, K. Padma, D. J. Pradeep, C. P. Reddy, et al., “Day-Ahead Load Demand 

Forecasting in Urban Community Cluster Microgrids using Machine Learning Methods,” Energies, vol. 15, no. 17, article 

no. 6124, 2022. 

[18] R. M. A. El-Aziz, “Renewable Power Source Energy Consumption by Hybrid Machine Learning Model,” Alexandria 

Engineering Journal, vol. 61, no. 12, pp. 9447-9455, 2022. 



Proceedings of Engineering and Technology Innovation, vol. 29, 2025, pp. 68-83 

 

83 

[19] D. Mhlanga, “Artificial Intelligence and Machine Learning for Energy Consumption and Production in Emerging 

Markets: A Review,” Energies, vol. 16, no. 2, article no. 745, 2023. 

[20] A. R. Singh, R. S. Kumar, M. Bajaj, C. B. Khadse, and L. Zaitsev, “Machine Learning-Based Energy Management and 

Power Forecasting in Grid-Connected Microgrids with Multiple Distributed Energy Sources,” Scientific Report vol. 

14,article no. 19207, 2024. 

[21] T. A. Zarma, P. O. Micheal, A. A. Galadima, T. Karataev, A. Adeleke, O. Oghorada, et al., “Development of Energy 

Demand and Carbon Emission Dataset for Nile University of Nigeria,” Data In Brief, vol. 49, article no. 109347, 2023. 

[22] L. Quaranta, F. Calefato, and F. Lanubile, “KGTorrent: A Dataset of Python Jupyter Notebooks from Kaggle,” 

Proceedings of IEEE/ACM 18th International Conference on Mining Software Repositories, pp. 550-554, 2021. 

[23] S. Arefin, M. Chowdhury, R. Parvez, T. Ahmed, A. F. M. S. Abrar, and F. Sumaiya, “Understanding Apt Detection Using 

Machine Learning Algorithms: Is Superior Accuracy a Thing?,” Proceedings of IEEE International Conference on Electro 

Information Technology, pp. 532-537, 2024. 

[24] V. E. Sathishkumar, C. Shin, and Y. Cho, “Efficient Energy Consumption Prediction Model for a Data Analytic-Enabled 

Industry Building in a Smart City,” Building Research & Information, vol. 49, no. 1, pp. 127-143, 2021. 

[25] Y. Nohara, K. Matsumoto, H. Soejima, and N. Nakashima, “Explanation of Machine Learning Models Using Shapley 

Additive Explanation and Application for Real Data in Hospital,” Computer Methods and Programs in Biomedicine, vol. 

214, article no. 106584, 2022. 

[26] K. Pradeep and T. Likhita, “Machine-Learning Based Approach to Predict Energy Consumption of India States,” 

Proceedings of 6th International Conference on Computing Methodologies and Communication, pp. 1153-1156, 2022. 

[27] N. Shirzadi, A. Nizami, M. Khazen, and M. Nik-Bakht, “Medium-Term Regional Electricity Load Forecasting Through 

Machine Learning and Deep Learning,” Designs, vol. 5, no. 2, article no. 27, 2021. 

 

Copyright©  by the authors. Licensee TAETI, Taiwan. This article is an open access article distributed 

under the terms and conditions of the Creative Commons Attribution (CC BY-NC) license 

(http://creativecommons.org/licenses/by/4.0/). 

  


