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Abstract 

This study proposes a smart invigilation system to preserve exam integrity by detecting suspicious student 

behaviors using deep learning. The model consists of three phases, i.e., student identity verification using face 

recognition, behavioral sampling for model training utilizing gesture analysis and convolutional 3D networks for 

emotion analysis, and live video analysis of suspicious activities integrating gesture, emotional analysis, and face 

recognition. The model is evaluated using 4,000 training and 1,000 test images and identifies non-cheating activities 

with 99% accuracy and cheating activities with 97.6% accuracy. The proposed model outperforms other methods, 

achieving accuracies of 98.4% for identifying cheating behaviors and 99.2% for non-cheating behaviors, resulting in 

an overall accuracy of 98.8% and a low misclassification rate of 1.2%. While the system demonstrates high accuracy, 

challenges remain in scaling to larger classrooms due to increased computational demand and the need for additional 

hardware to ensure comprehensive monitoring. 

 

Keywords: suspicious activity detection, exam integrity, deep learning, face and gesture recognition, emotion 

analysis 

 

1. Introduction 

For numerous educational institutions, examinations and evaluations often play a crucial role in assessing students’ 

knowledge, capabilities, and proficiency across a wide range of subjects and courses related to their respective disciplines [1]. 

These examinations, which may be in the form of written tests, projects, assignments, presentations, or online tests, are not 

only mandatory but also fundamental for assessing the intellectual level and academic performance of students [2]. These 

forms of assessment help determine students’ theoretical and practical knowledge, as well as their competence level. 

Despite various assessment methods, written exams remain the most popular and conventional evaluation method. This 

method involves providing students with question papers and requiring them to write their answers within the allotted time, 

under the supervision of the invigilators [3]. Invigilators are responsible for maintaining the integrity and fairness of 

assessments by preventing dishonest activities from students. Specifically, actions including observing their neighbors’ 

answers with head movements, turning back and sideways, whispering answers, extending their hands forward and backward 

to exchange answer sheets, or copying answers from other materials are signs of students breaking the rules of fair and 

impartial examinations supervised by invigilators [4]. Due to the prevalence of cheating and academic dishonesty, maintaining 

exam integrity presents significant challenges, even though it appears to be a literal sense of simple responsibility for exam 

supervisors [5]. 
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To reduce misunderstandings and human errors during exam invigilation, a few studies have suggested automated 

invigilation systems for monitoring students during their examinations [6]. These proposed systems have likely utilized a 

variety of hardware, such as microphones, speakers, fingerprint sensors, and surveillance cameras, which, however, can incur 

additional expenses [7-9]. Furthermore, existing studies have utilized deep learning (DL) methods like convolutional neural 

networks (CNN) or simple machine learning (ML) algorithms like support vector machines (SVM) or random forest (RF) to 

evaluate the captured images. However, the performance of these methods needs further improvement [10]. Moreover, these 

methods have been able to capture and assess a limited number of students at a given time frame during the examination. 

Nevertheless, the time taken to process the images has been significantly high [11-12]. Thus, it is necessary to propose a 

smart monitoring system that operates at a lower cost with high accuracy for monitoring students during examinations. The 

problem addressed in this study is the inadequacy of current automated invigilation systems in effectively and efficiently 

monitoring student behavior during exams, which results in insufficient detection of academic dishonesty and compromised 

exam integrity. 

This study presents a novel approach to addressing the challenges of academic dishonesty in examinations through an 

automated invigilation system that utilizes DL algorithms for facial, gesture, and emotion recognition. The primary objective is 

to develop a smart exam invigilation system that captures suspicious dishonest activities and malpractice in real-time 

examinations at higher education institutions, thereby preserving exam integrity. The specific objectives of the research are to 

maintain exam integrity, reduce human errors, alleviate invigilator workload, and assess student emotions to detect suspicious 

activities. 

The proposed smart invigilation system employs closed-circuit television (CCTV) to capture student images during 

exams and operates in three phases using DL techniques. First, students’ identities are verified through facial recognition with 

a single-shot multi-box detector (SSD); second, behavioral sampling is generated through gesture analysis using You Only 

Look Once version 5 (YOLOv5) and emotional analysis using convolutional 3D networks (C3DN); third, real-time video by 

integrating gesture and emotional analysis is analyzed along with pre-defined decision rules to classify malpractices from 

normal activities. Thus, the contributions of the research include: 

(1) Development of student identity verification using facial recognition employing SSD. 

(2) Development of a gesture analysis model using YOLOv5. 

(3) Development of an emotion analysis model using C3DN. 

(4) Creation of a dataset and generation of behavioral sampling records. 

(5) Implementation of the smart invigilation system with facial, gesture, and emotion analysis. 

(6) Assessment and evaluation of the performance of each phase, along with identification of limitations. 

With improved performance and integrity, this automated invigilation system represents a significant advancement in 

examination monitoring by leveraging DL technologies for the comprehensive detection of academic dishonesty. By 

integrating facial, gesture, and emotion recognition, the proposed solution enhances the accuracy and efficiency of exam 

invigilation and fosters a fair assessment environment, ultimately contributing to the preservation of academic integrity in 

higher education. 

This paper is structured as follows: Section 2 delves into a review of relevant literature in the field of smart invigilation. 

Section 3 presents the proposed methodology, providing a detailed explanation of the framework and the working procedure. 

Section 4 elaborates on the database used, the implementation of the model, and the performance metrics used for assessing the 

proposed model. Section 5 discusses the results obtained for the proposed model as well as the study’s limitations. Finally, 

Section 6 concludes the work along with future recommendations. 
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2. Related Works 

Owing to technological advancement and digitalization, surveillance cameras like CCTV play a significant role in 

humans’ daily activities. Not only do shopping malls and stores use these surveillance cameras for security, but educational 

institutions also use them to detect and mitigate suspicious activities. However, monitoring these activities manually is a 

tedious and time-consuming process with a high potential for human error. Such an inefficiency highlights the need for 

automated systems. Several researchers have proposed various ML and DL models to recognize suspicious activities in 

surveillance videos. 

Hernándeza et al. [13] developed a model to detect and prevent cheating in online assessments by analyzing student 

personalities, stress situations, and cheating practices using a model of data mining to detect cheats (DMDC) and Weka data 

mining. A model proposed by Atoum et al. [14] introduced a system that uses six components to detect user verification, text, 

voice, active window, gaze estimation, and phone, accurately identifying cheating during online exams using multimedia data 

from 24 subjects. Kamalov et al. [6] proposed a novel method for identifying potential cheating cases on final exams through a 

post-exam analysis of student grades. The method employs long-short-term memory (LSTM) and kernel density estimation 

(KDE)-based outlier detection to identify potential cheating cases, achieving high accuracy, and thereby enhancing academic 

integrity in course assessments. 

Hoque et al. [7] proposed a framework for traditional examination systems, reducing invigilators, eliminating student 

malpractices, and requiring educational institutions to maintain a database using a parallax data acquisition tool. Examinants 

undergo biometric authentication before entering the hall, while invigilators use CCTV cameras and ultra-sensitive 

microphones to monitor physical and vocal malpractice during the exam. Tiong and Lee [15] developed an e-cheating 

intelligence agent using internet protocol (IP) and behavior detectors to monitor student behavior, prevent malicious practices, 

and integrate with online learning programs. 

Kohli et al. [16] developed a real-time computer vision system using 3D CNN, object detector methods, OpenCV, and 

Google Tensor Flow to predict exam fraud with a 95% correlation. Mahmood et al. [17] developed a DL exam invigilation 

system using a faster regional convolution neural network (Faster R-CNN) and face recognition, achieving 99.5% and 98.5% 

accuracy, respectively. Genemo [18] developed “L4-BranchedActionNet” using surveillance footage for identifying 

suspicious student behavior during exams, achieving 92.99% accuracy on CUI-EXAM, a benchmark dataset for exam 

monitoring, and 89.79% accuracy on CIFAR-100, a widely used image repository with 100 classes for classification tasks. 

However, performance needs more improvement. Similar to this work, Asad et al. [10] developed a DL-based CNN model 

using cameras to detect cheating patterns, generating reports for invigilators and aiding in effective exam cheating prevention 

strategies. 

The technique proposed by Al_airaji et al. [19] detects cheating by analyzing students’ head and iris movements, 

identifying shared abnormal behavior, and alerting authorities, reducing manual monitoring error rates. Kadthim and Ali [20] 

developed a model using multiple linear regression, SVM, RF, and k-nearest neighbour (KNN) classifiers for student score 

prediction, achieving a 96% accuracy rate. Alsabhan [21] developed an ML method using the 7WiseUp behavior dataset to 

identify exam-cheating incidents, improving student well-being and academic performance with a 90% accuracy rate. Zhou 

and Jiao [22] utilized the stacking ensemble ML algorithm to detect cheating behaviors in students’ responses, revealing 

superior performance in item responses and summary statistics. Chang and Chang [23] utilized feature representation methods 

and ML algorithms to identify cheating in multiple-choice tests, using visual detection and small-sample examples. Ong et al. 

[24] proposed a model utilizing CCTV cameras to monitor students for cheating, achieving 83% accuracy with training on 50 

behavior videos, thereby enhancing exam integrity. 
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Emotions revealed by the students also played a significant role in detecting cheating activities. However, only a few 

studies focused on emotion analysis. Ozdamli et al. [25] developed a facial recognition system using computer vision and DL 

algorithms for online learning invigilation, detecting student behaviors and abnormalities. Cîrneanu et al. [26] studied the 

evolution of neural network architectures in facial emotion recognition (FER), focusing on CNN-based ones and analyzing 

gestures and emotions for student cheating detection. 

Nishchal et al. [4] utilized OpenPose for posture detection, AlexNet for cheating types, and sentiment analysis for 

emotion analysis, claiming that combining these methods improved cheating detection performance. Recently, Liu et al. [9] 

utilized multiple-instance learning to identify cheating behaviors in online exams, enabling precise annotations from labeled 

instances. Verma et al. [11] employed a multimodal DL approach to monitor students, detect emotions, estimate head pose, and 

track mouth movements, aiming to replace human proctors. 

Therefore, the literature indicates a significant number of studies in this field. The summary of key studies, their 

performance, and limitations is presented in Table 1, where all these studies employed synthesized datasets for evaluation. The 

limitations and research gaps identified highlight the importance of developing a more robust, accurate, and scalable exam 

monitoring system to enhance exam integrity. While previous research has made strides in exam integrity, the proposed model 

addresses several critical gaps: it enhances scalability by efficiently managing large spaces and incorporates comprehensive 

analysis through gesture and emotion detection. These advancements position our model to better respond to the variability and 

complexities of human behavior during examinations, ultimately providing a more effective solution for ensuring exam 

integrity. 

Table 1 Summary of key literature on exam integrity systems 

Author Year Technique used Achievements Model performance Limitations 

El Kohli et al. 

[16] 
2022 DL 

Novel fraud detection 

approach 

F1-score: 0.80 High complexity; evaluation 

with small datasets Precision: 0.78 

Mahmood et al. 

[17] 
2022 

DL (multiple 

algorithms) 

Intelligent system 

with high accuracy 
Accuracy: 94.7% 

High computational 

complexity 

Genemo [18] 2022 DL 
Better cheating 

behavior detection 
Accuracy: 85% 

Limited scalability; potential 

false positives 

Kadthim and 

Ali [20] 
2023 ML 

Improved online 

exam detection 
Accuracy: 90.2% 

Accuracy varies with cheating 

methods 

Asad et al. [10] 2023 ML 
Effective cheating 

detection 

Accuracy: 88% Performance reliant on input 

data quality F1-score: 0.79 

Alsabhan [21] 2023 ML and DL 
Accurate and 

effective model 
Accuracy: 93.1% 

Risk of overfitting; high 

computational demands 

Zhou and Jiao 

[22] 
2023 Stacking ensemble 

Improved detection in 

large assessments 

Precision: 0.551 Training and deployment 

complexity Recall: 0.638 

Verma et al. 

[11] 
2024 DL 

High accuracy and 

scalable 

Accuracy: 92.3% False positives; privacy 

concerns; implementation 

challenges 
Precision: 0.91 

Liu et al. [9] 2024 ML 
Improved accuracy 

and adaptability 
AUC* score: 87.58% 

Generalization issues; labeling 

challenges; high resource needs 

*AUC: Area under curve 

3. Proposed Methodology 

The overview of the proposed smart surveillance system that uses behavioral sampling to ensure exam integrity using DL 

techniques is presented in Fig. 1. The framework involves three phases:  

(1) identity verification of students during examinations; 

(2) behavior sampling using gesture and facial expression analysis; 

(3) live video analysis for suspicious activity recognition. 
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The first phase involves the pre-processing of images using a face recognition model and comparing faces with those in 

the database. Behavioral sampling, i.e., the second phase, involves capturing video, pre-processing the frames, detecting 

gestures and expressions, labeling images, and creating a training set. The third phase, namely live video analysis, involves 

detecting gestures and emotions in real time and triggering alerts for suspicious activities. More specifically, the SSD was 

employed for face region detection, YOLOv5 was used for gesture analysis, C3DN was used for emotion analysis, and 

predefined decision rules were applied to classify the images. The details of the phases involved in the proposed model are 

discussed below. 

 

Fig. 1 Proposed smart surveillance system framework 

3.1.   Phase 1: Identity verification 

Verifying the identity of individuals entering the examination hall is the initial step. Primarily, the students’ facial images 

are captured and stored in an offline database to verify their identities when entering the hall. The camera records students as 

they enter the hall, and the video is then processed into frames for identity verification. The student database is organized in a 

structured folder, referred to as a directory, with each file assigned a unique identifier for proper referencing during further 

processing. This phase commences with loading and storing the student database in a local folder (the directory). These images 

are subsequently preprocessed, and features are extracted to compare with the live image to verify the identity of individuals. 

Image preprocessing: In this step, several techniques are employed to prepare student images for analysis. Initially, 

images are loaded from a directory using OpenCV, with each image uniquely identified for processing. The images are 

converted to grayscale and resized to a standardized dimension. Subsequently, pixel values are normalized to the range [0, 1] 

using a min-max approach and then scaled to [−1, 1] through mean normalization with predefined functions. This scaling 

enhances training stability and convergence for neural networks, as centering data around zero improves performance. These 

preprocessing steps optimize the images for feature extraction and model training, ensuring suitability for comprehensive 

analysis. 

Feature extraction and database embedding: A pre-trained face recognition model, InceptionResnetV1, from the 

facenet_pytorch library, extracts embeddings from the database images. These embeddings represent essential facial features 

such as edges, corners, the overall structure of the face, and the spatial relationships between facial landmarks (e.g., eyes, nose, 

and mouth). Trained on the VGGFace2 dataset, which contains over 3.3 million images of more than 9,000 identities, the 

model generates feature vectors encapsulating these key characteristics in a high-dimensional space. The database stores these 

features along with corresponding person IDs, enabling efficient face comparison and recognition to function based on unique 

embeddings derived from diverse conditions [27]. 
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 Image acquisition and face detection: This step entails capturing the student’s image using the OpenCV library to 

communicate with the camera and capture a single frame. Subsequently, SSD, a DL-based face detection model, is utilized to 

locate and extract the facial region from the captured image [28]. SSD was selected for its real-time performance and high 

accuracy in detecting faces at different scales and orientations. In contrast to multi-stage models like Faster R-CNN, SSD 

conducts detection in a single pass, enhancing efficiency for rapid processing applications, such as real-time exam invigilation. 

SSD processes an image by dividing it into a grid of cells, predicting multiple bounding boxes of varying sizes and aspect ratios. 

Each box includes parameters such as width, height, center coordinates, and probability scores that indicate the likelihood of 

face presence. Non-maximum suppression (NMS) eliminates overlapping boxes with lower scores, reducing false alarms. 

Additionally, SSD resizes, normalizes, and converts the image format, extracting high-level features that represent unique face 

characteristics for subsequent comparisons. 

 Identity verification: After feature extraction from the captured image, the next step involves comparing these features to 

the embeddings stored in the database of registered students. Cosine similarity is used for this comparison, focusing on 

direction rather than magnitude in high-dimensional data. If a match is found, the system verifies the student’s identity and 

records attendance automatically. A threshold of 0.75 is employed to ensure reliable detection of genuine matches while 

minimizing false positives. If no match is found, the user is notified. 

3.2.   Phase 2: Behavior sampling – gesture and facial expression 

This phase focuses on generating the training dataset, which further enhances the optimization of model performance. It 

generates training samples based on student behaviors, including gesture identification with head orientation and emotion 

analysis, classifying them as cheating, non-cheating, or suspicious activities. The system captures a video clip and converts it 

to frames, which are then preprocessed using DL techniques such as YOLOv5 for gesture detection and C3DN for emotion 

analysis. 

 Image acquisition and preparation: Initially, video is captured through real-time acquisition of frames from a live camera 

feed or a pre-recorded video source. The frames are continuously read, timestamped, displayed in real-time, and saved 

periodically until the process is manually stopped. Concerning analysis, frames are extracted at specified intervals (e.g., every 

second), saved as individual image files, and preprocessed by applying resizing, normalization, and scaling. This 

preprocessing step preserves color information, ensuring accurate object detection, especially for identifying head orientations 

during further analysis. 

 

Fig. 2 YOLOv5 architecture 

Gesture detection: The YOLOv5 model, a DL-based object detection algorithm, is used for gesture detection [29]. 

YOLOv5 is chosen for its optimal balance of speed and accuracy, making it suitable for real-time exam invigilation. Unlike 

slower and more computationally intensive algorithms like RetinaNet, its single-stage detection approach minimizes latency 

while maintaining high performance. The model partitions the input image into a grid and predicts bounding boxes and class 

probabilities within each grid cell. Fig. 2 illustrates the YOLOv5 architecture, which begins with a backbone (CSPDarknet53) 

that extracts intricate features from input frames via convolutional layers. The neck component, such as the path aggregation 
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network (PANet), integrates features across various scales to enhance detection capabilities. YOLOv5’s head predicts 

bounding boxes, objectness scores, and class probabilities for each grid cell, optimizing detection accuracy for head 

orientations (left, right, up, down, front, and back) and activities like cheating (left, right, and back movements) or normal 

(front, up, and down movements). 

Emotion detection: The proposed model utilizes the C3DN for emotion analysis from facial expressions in video frames, 

featuring 3D convolutional layers that operate across spatial and temporal dimensions, as shown in Fig. 3 [30]. The C3DN is 

chosen for its ability to capture spatial and temporal patterns in video data, enhancing sensitivity to subtle emotional cues and 

temporal dynamics compared to traditional 2D convolutional networks. Initially, faces are identified and isolated within 

bounding boxes for focused analysis. The C3DN model, trained on labeled datasets for emotion recognition, processes facial 

features, evaluating subtle cues like eyebrow movement and mouth shape. It predicts positive emotions (happy, neutral, and 

sad) and negative states (anxiety, fear, and stress) for identifying cheating behaviors. The model employs 3D convolutional and 

pooling layers to efficiently handle larger inputs, followed by fully connected layers that flatten feature maps, leading to a 

Softmax layer that outputs probabilities for each emotion class. 

 

Fig. 3 C3DN architecture 

The results are visualized by annotating frames with predicted emotion labels alongside the corresponding facial regions, 

providing insights into emotional responses captured in real-time video data. This detailed analysis assists in predicting 

suspicious activities based on emotional states, enhancing the accuracy and reliability of the behavioral assessment system. 

Training set generation: Upon detecting gestures and emotions, images are categorized as ‘cheating’, ‘normal’, or 

‘suspicious’ based on specific criteria, primarily involving detected head orientations and emotions. If the head orientation is 

frontal or upward with emotions classified as neutral, happy, or sad, it is labeled as ‘no cheating’. On the other hand, head 

orientations to the left, right, or backward with emotions indicating fear or anxiety are categorized as ‘cheating’. Alternatively, 

if the head is oriented frontally downward and emotions suggest fear or anxiety, it is labeled as ‘suspicious’. These labeled 

training datasets are preserved for subsequent analysis or model training. 

3.3.   Phase 3: Live video analysis – suspicious activity recognition 

Live video analysis involves continuous capture from a surveillance camera and recording frames in real-time. Frames are 

extracted at one-second intervals for preprocessing, including resizing, normalization, and scaling to enhance object detection. 

Next, YOLOv5 is used to identify student gestures through head movements, predicting bounding boxes and orientations—left, 

right, up, down, front, and back. The C3DN model analyzes facial expressions to determine emotions like happiness, sadness, 

fear, and anxiety. Detected orientations and emotions classify behaviors as ‘cheating’, ‘normal’, or ‘suspicious’. An SSD 

model recognizes the student’s face, comparing it with a database using cosine similarity to trigger alerts. Fig. 4 illustrates the 

workflow of the proposed model, while Algorithm 1 outlines the pseudocode for the overall implementation of the proposed 

model. 
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Fig. 4 Workflow of the proposed model 

 
Algorithm 1: Pseudocode for proposed smart invigilation system 

Procedure Smart_Invigilation() 

Begin 

    // Initialize Components 

    Load Libraries (OpenCV, TensorFlow, Keras) 

    Initialize Camera Feed from CCTV 

    Load Pre-trained Models (Facial Recognition, Gesture Detection, Emotion Detection) 

     

    // Start of Examination - Capture students entering the hall 

    For Each Frame DO 

        Preprocess Frame (Grayscale, Resize, Normalize) 

        Detected_Faces = Detect_Faces(Facial_Recognition_Model, Frame) 

        For Each Detected_Face DO 

            Extract Facial_Embeddings 

            Student_ID = Compare_Embeddings(Embeddings, Stored_Profiles) 

            If Student_ID is not null then 

                Mark Attendance to Student_ID 

            End if 

        End for 

    End for 

     

    // During Examination - Monitor students 

    While Examination DO 

        Capture Video Frame 

        Preprocess Frame (Grayscale, Resize, Normalize) 

        Detected_Faces = Detect_Faces(Facial_Recognition_Model, Frame) 

        For Each Detected_Face DO 

            Extract Facial_Embeddings 

            Student_ID = Compare_Embeddings(Embeddings, Stored_Profiles) 

            If Student_ID is not null then 

                Record Student_ID 

            End if 

            ROI = Extract_ROI(Detected_Face, Frame) 

            Record Gesture_Result = Detect_Gesture(Gesture_Detection_Model, ROI) 

            Record Emotion_Result = Detect_Emotion(Emotion_Detection_Model, Detected_Face) 

        End for 
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        // Data Integration and Comparison with Predefined Rules 

        Behavior_Result = Integrate_Results(Student_ID, Gesture_Result, Emotion_Result) 

        If Compare_with_Predefined_Rules(Behavior_Result) is Suspicious or Cheating then 

            Trigger_Alert(Invigilator) 

            Log Incident_Details 

        End if 

    End while 

 

    // End of Examination 

    Stop Recording 

    Generate Report (Summary of Examination Conduct) 

End Procedure 

4. Experimental Analysis 

This section details the experimental setup for system implementation, encompassing the dataset generation, the hardware 

and software configurations, the hyperparameters used for various learning models, and the performance metrics employed to 

evaluate the proposed study and compare it with existing systems. 

4.1.   Dataset used 

The proposed model initially creates a database by live-capturing individual students from different angles during classes, 

storing 1,000 images for recognition. These images, with a resolution of 1920 × 1080, are preprocessed for efficient processing 

and memory management. This database is deployed to train the SSD model for detecting and recognizing student faces. 

Furthermore, the system captures and converts student video during examinations into frames to detect suspicious activities. 

By processing frames sequentially, instead of storing entire video streams, the system efficiently manages memory, even with 

a large number of students in the hall. 

A training dataset for suspicious activity identification was collected, containing 2,000 images from multifarious 

classroom settings: 1,000 depicting students engaging in cheating behaviors and 1,000 showing genuine behaviors. This 

dataset represents both traditional and modern learning environments, encompassing a spectrum of typical student behaviors 

during exams. It captures a range of responses throughout the testing period, ensuring an accurate reflection of real-life 

situations. This diversity is critical for enhancing the model’s ability to detect suspicious activity and generalize across 

different contexts, thereby supporting a more effective automated invigilation system. To further enrich the dataset’s 

representation of real-world exam scenarios, data augmentation techniques were applied, increasing the dataset size to 5,000 

images, with 80% allocated for training and 20% for testing. 

Students’ head movements were monitored using a training set that includes orientations: left, right, up, down, frontward, 

and backward, to train YOLOv5. Moreover, a training set for the emotions of students was created with six classes: happy, 

neutral, sad, anxiety, fear, and stress, used to train C3DN. These classifications label images as ‘cheating’, ‘no cheating’, and 

‘suspicious’, either manually or semi-automatically based on a predetermined rule. Following training, the model is evaluated 

using test data from the exam dataset. The video is divided into frames, with each frame examined for head movement and 

emotion before being categorized as ‘cheating’, ‘no cheating’, or ‘suspicious’. 

Furthermore, this research acknowledges the importance of student privacy in video monitoring. It emphasizes the need 

for secure storage and management of recorded footage, ensuring that access is restricted to authorized individuals only. To 

mitigate potential biases in facial, gesture, and emotion analysis, extensive training with diverse datasets will be employed to 

enhance detection accuracy. The performance of the system will be audited regularly to identify and resolve any 

inconsistencies. By highlighting these measures, the research aims to reinforce the ethical framework surrounding automated 

invigilation systems in the educational environment. 
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4.2.   Experimental setup 

The hardware used for the analysis includes two HIKVISION EZVIZ CS-BW3824B0 cameras, along with an NVR 

8-CHANNEL and 2TB AV HDD, strategically placed to monitor all students. Additionally, the system utilizes a Logitech Brio 

Ultra HD Pro USB camera for high-definition image capture. 

Regarding processing, an Acer WS laptop equipped with an Intel i5 (12th Gen) processor, 16GB DDR4 RAM, RTX 3050 

6GB GPU, and 512GB SSD storage is employed for real-time processing, accelerating DL computations for facial recognition 

and gesture analysis while ensuring effective data processing. The code is developed using Python within the Jupyter IDE 

framework, utilizing OpenCV and other necessary libraries. 

Moreover, memory is managed by employing batch processing techniques, where the number of frames captured is 

reduced to optimize processing. Libraries like NumPy are used to allocate memory efficiently, and both the batch size and 

resolution are controlled to ensure smooth processing, especially in the context of the massive number of students presenting in 

the examination hall. 

Apropos of feature extraction, the SSD model utilizes a modified VGG16 architecture with transfer learning. The VGG16 

model, pre-trained on a large dataset like ImageNet, consists of 13 convolutional layers and 3 fully connected layers designed 

to extract detailed features from input images. The initial convolutional layers of VGG16 use 64 filters in the first two layers, 

followed by 128 filters in the next two layers, and 256 filters in the following three layers. 

The SSD architecture extends VGG16 by adding additional convolutional layers with 512, 1024, 256, and 128 filters, 

enabling it to detect objects at various scales. The model integrates multi-box loss as its primary loss function and utilizes 

stochastic gradient descent (SGD) with momentum as the optimizer for efficient training. Key hyperparameters include a batch 

size of 1, momentum set to 0.9, weight decay of 0.0005, a localization loss weight of 1.0, and a confidence threshold of 0.01. 

The YOLOv5 model detects gestures by identifying human heads and their orientations in each video frame. It employs 

transfer learning for feature extraction, pre-trained on large datasets like common objects in context (COCO), with 

CSPDarknet53 as its backbone. CSPDarknet53 includes 29 convolutional layers that capture rich features, starting with 32 

filters and followed by layers with 64, 128, 256, and 512 filters for high-level feature extraction. The neck component, PANet, 

integrates features across scales to enhance detection, with filtering ranging from 64 to 256 filters. The final output layer has 

255 filters (3 anchor boxes per grid cell × 4 bounding box coordinates + 1 objectness score + 80 class probabilities). Key 

training hyperparameters include a learning rate of 0.01, a batch size of 1, momentum at 0.937, weight decay of 0.0005, and a 

confidence threshold of 0.01, with training over 120,000 steps across 300 epochs. 

Concerning emotion detection, the C3DN model captures spatial and temporal features from facial expressions in video 

frames. The architecture includes four convolutional layers: the first with 32 filters for initial feature extraction, the second 

with 64 filters, the third with 128 filters, and the fourth with 256 filters for intricate facial patterns. 3D pooling layers follow 

each convolutional layer to reduce spatial and temporal dimensions while retaining information. Fully connected layers flatten 

the feature maps for classification. The final layer is a Softmax layer that outputs probabilities for each emotion class (e.g., 

happy, sad, or neutral). Key hyperparameters include a learning rate of 0.01, a batch size of 1, momentum at 0.9, weight decay 

of 0.0005, and training over 120,000 steps across 100 epochs using SGD with momentum. 

Thus, the outputs from the identity verification phase initiate the gesture analysis phase. Once the system confirms a 

student’s identity, it employs YOLOv5 to monitor specific gestures. Concurrently, emotional analysis via C3DN evaluates the 

student’s emotional state. The results from these analyses are integrated using predefined decision rules, which classify 

activities as either normal or indicative of potential malpractice. 
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4.3.   Performance measure 

The proposed model is evaluated using an annotated dataset with 5-fold cross-validation, allocating 80% of the data as the 

training set and 20% as the test set. The model’s performance is assessed individually across three phases using a confusion 

matrix, which includes four values as follows: true positive (TP) for correctly predicted positives (e.g., detecting cheating), true 

negative (TN) for correctly predicted negatives (e.g., detecting no cheating), false positive (FP) for incorrectly flagged 

positives, and false negative (FN) for missed detections of cheating. 

Evaluation metrics include accuracy, precision, recall, F1-score, specificity, false discovery rate, error rate, and Cohen’s 

Kappa statistics. Accuracy measures the proportion of correctly classified instances, while precision assesses the accuracy of 

positive predictions. Specificity and recall measure the ability to identify actual negatives and positives, respectively; the 

F1-score balances precision and recall. The false discovery rate measures the percentage of false positives, and the error rate 

calculates incorrect predictions relative to the total predictions. Finally, Cohen’s Kappa measures the agreement between two 

raters, accounting for chance agreement. Specifically, to sum up, the formulas for these metrics are discussed below. 

TP TN
Accuracy

TP FP TN FN

+
=

+ + +

 (1) 

TP
Precision

TP FP
=

+

 (2) 

TP
Recall

TP FN
=

+

 (3) 

Precision Recall
F1- score 2

Precision Recall

×
= ×

+

 (4) 

TN
Specificity

TN FP
=

+

 (5) 

FP
False discovery rate

FP TP
=

+

 (6) 

FP + FN
Error rate

TP FN + TN + FP
=

+

 (7) 

Kappa statistics
1

−

=

−

o e

e

P P

P
 (8) 

Here, �� and �� are observed and expected agreements by chance. 

5. Results and Discussion 

The face recognition module that applies the SSD method was evaluated with images of 150 students. Feature extraction 

for these images was carried out, and the images were compared with the student database. The exam dataset comprised 1,000 

test images, with the remaining images serving as the training set, while YOLOv5 evaluated gesture analysis based on head 

orientations. 

YOLOv5, a head-orientation-based system, evaluated students’ specific behaviors, classifying cheating and non-cheating 

activities based on left, right, and back head movements. Furthermore, the C3DN model was evaluated individually by 

analyzing facial features and subtle cues, identifying positive emotions as cheating and negative states as cheating. Finally, the 

proposed model classified test set images using head orientations, emotions, and pre-defined decision rules for classification. 

Figs. 5-8 display the obtained results. 
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Fig. 5 Face detection and recognition 

 

 

Fig. 6 Student identity verification 

 

 

Fig. 7 Gesture detection 

 

 

Fig. 8 Suspicious activity detection 

Thus, a frontal head orientation with neutral, happy, or sad emotions was classified as ‘no cheating’; conversely, head 

orientations to the left, right, or back with emotions like anxiety, fear, and stress were classified as ‘cheating’; and, 

intermediately, a front, up, and downward head orientation with fear or anxiety emotions was classified as ‘suspicious’. The 

results of the various analyses are presented in Table 2. 
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Table 2 Performance comparison 

Metrics 
Face recognition 

(SSD) 

Student activity detection 

Gesture analysis 

(YOLOv5) 

Emotion analysis 

(C3DN) 

Proposed model 

(behavioral sampling) 

Accuracy 0.9833 0.9810 0.9811 0.9880 

Precision 0.9769 0.9720 0.9760 0.9840 

Recall 0.9750 0.9898 0.9859 0.9919 

F1-score 0.9751 0.9808 0.9809 0.9880 

Specificity 0.9881 0.9725 0.9764 0.9841 

False discovery rate 0.0256 0.0280 0.0240 0.0160 

Error rate 0.0167 0.0190 0.0189 0.0120 

Cohen’s Kappa 0.9623 0.9620 0.9621 0.9760 

The analysis showed that the SSD face recognition approach correctly identified 146 students, misclassifying 4 images, 

and achieved superior accuracy and precision of 0.9833 and 0.9769, respectively, with minimal false discovery rates and error 

rates of 0.0256 and 0.0167. Moreover, a comparison of results from manifold student activity detection methods, including 

gesture analysis, emotion analysis, and the proposed model, revealed improved performance across multiple metrics. The 

proposed model consistently achieved the highest values in accuracy (0.9880), precision (0.9840), recall (0.9919), F1-score 

(0.9880), specificity (0.9841), and Cohen’s Kappa (0.9760), indicating superior overall performance compared to gesture and 

emotion analysis. 

While gesture analysis showed competitive results with better accuracy (0.9810), recall (0.9898), and error rate (0.0190), 

signifying minimal false negatives, it slightly lagged across other metrics compared to emotion analysis and the proposed 

model. Similarly, emotion analysis demonstrated strong precision (0.9760) and F1-score (0.9809), indicating minimal false 

positives for effective detection of suspicious activities. However, concerning student activity detection during examinations, 

the proposed model consistently outperformed individual gesture analysis and emotion detection methods across various 

metrics. The class-wise accuracy for these models is presented in Table 3. 

Table 3 Class-wise comparison of the student activity detection 

Methods Predicted values 
Actual values Accuracy 

(%) Cheating No cheating 

Gesture Analysis 

(YOLOv5) 

Cheating TP: 486 FP: 5 97.2 

No cheating FN: 14 TN: 495 99.0 

Emotion analysis 

(C3DN) 

Cheating TP: 488 FP: 7 97.6 

No cheating FN: 12 TN: 493 98.6 

Proposed model 

(behavioral sampling) 

Cheating TP: 492 FP: 4 98.4 

No cheating FN: 8 TN: 496 99.2 

The study showed that gesture and emotion analysis were effective in predicting non-cheating activities and identifying 

cheating activities respectively, and their integration into the proposed model enhanced accuracy. The values were plotted as a 

graph, as shown in Fig. 9, in which the bars represent the performance of the face recognition method and the lines represent 

the suspicious activity detection methods. 

The proposed model was evaluated by capturing live images of students, varying the number of individuals present in the 

exam hall. Fig. 10 displays the results. It is evident that when the number of students is minimal, the model achieves 100% 

accuracy. However, as the student count increases, the accuracy declines due to limited image visibility within the classroom. 

Therefore, the model performed best in smaller classrooms with up to 30 students, ensuring comprehensive student coverage. 

In contrast, in larger exam halls accommodating up to 100 students, additional cameras were required to fully capture all 

student details. 
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Fig. 9 Performance comparison for various suspicious detection models 

 

 

Fig. 10 Evaluation of the proposed model 

While the proposed model demonstrates enhanced performance in detecting cheating, outperforming many existing 

models in the research field, it is important to recognize a few limitations that accompany these improvements. These 

limitations are discussed below. 

Scalability issues: The model is capable of detecting and recognizing faces and gestures in the exam hall with a minimum 

seating capacity of 30 students. However, as the number of students in the hall increases, or the size of the hall expands, the 

accuracy of face and gesture detection may decrease, resulting in a higher error rate. This scalability concern highlights the 

need for further research into optimizing the model for larger groups, which may inevitably necessitate additional cameras and 

computational resources to maintain performance. 

Dependence on high-quality images: Another important consideration is the effectiveness of this model, which is 

significantly influenced by the quality of input images. For instance, variations in lighting conditions and image resolution 

could adversely affect detection accuracy. Therefore, it is essential to explore robust image preprocessing techniques and the 

potential for training the model with diverse datasets that include varying image qualities. 

Gesture analysis limitations: The effectiveness of the model in gesture analysis may be influenced by the types of gestures 

it recognizes. While the model currently relies on head orientation, incorporating additional gestures, such as hand or leg 

movements, could enhance prediction accuracy. Furthermore, including students' eye contact in the analysis could further 

improve its overall effectiveness. 
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Impact of human factors: The effectiveness of the model might also be impacted by human factors, such as stress and 

anxiety exhibited by students during exams. These factors can incur increased false negatives in emotion analysis, which may 

go undetected and potentially perpetuate cheating behaviors. To mitigate this, future iterations of the model could benefit from 

including a broader range of training images that capture various emotional expressions and states. 

Recognition of cheating behaviors: Human behavior is complex and variable, and the model might not capture, cover, or 

recognize all possible cheating behaviors. For instance, while head-down positions are considered non-cheating activities, 

students attempting to cheat with self-help methods—such as writing on their hands, using calculators, or accessing mobile 

phones—may evade detection. To address this, future research should focus on increasing the dataset size and employing 

advanced DL techniques like multi-task learning and attention mechanisms. 

Comparison with existing studies: Additionally, this study does not directly compare results with other existing studies 

due to the unique nature of each study’s synthesized datasets, hindering the practicability of such comparisons. Future research 

should employ standardized benchmark datasets or evaluate the model’s performance using commonly applied metrics in 

related studies to enable more meaningful comparisons. 

Lack of cost analysis: A significant limitation of the proposed model is the absence of a comprehensive cost analysis. 

Evaluating the operational expenses associated with the algorithm, such as processing time, memory usage, and energy 

consumption, is crucial for understanding its feasibility and practicality in real-world applications. This analysis is essential for 

identifying optimization opportunities and assessing system efficiency, and future research should include a detailed cost 

analysis to understand resource requirements and algorithm scalability. 

6. Conclusions 

This study developed a DL-based smart invigilation system aimed at ensuring exam integrity by detecting dishonest 

behaviors during examinations. The system comprises three key phases: (1) student identity verification using SSD-based face 

recognition, (2) behavioral sampling through gesture analysis with YOLOv5 and emotion assessment using C3DN, and (3) live 

video monitoring that integrates gesture and emotion data to identify suspicious activities.  

The model was evaluated using a dataset of 5,000 images, demonstrating high accuracy and robust performance in 

detecting dishonest activities, thereby addressing gaps in existing solutions. The key findings of the study include: 

(1) High accuracy: The model achieves an overall accuracy of 98.8%, rendering promising solutions for monitoring exams. 

(2) Enhanced detection of Academic Dishonesty: The system effectively improves the detection of dishonest behaviors, 

reinforcing exam integrity. 

(3) Automation of invigilation: By automating the invigilation process, the system reduces reliance on manual monitoring, 

streamlining exam processes. 

(4) Resource optimization: The system enables effective allocation of resources, creating a fair and efficient testing 

environment. 

(5) Improved security: The model strengthens exam security and minimizes the risk of human error in higher education 

institutions. 

Despite high accuracy, the model has limitations suggesting future research directions. Its effectiveness in larger exam 

settings could be improved through advanced hardware setups or distributed camera systems. Further enhancement may 

involve expanding the training dataset to cover a broader range of cheating behaviors. In light of the computational demands of 

DL models, a cost analysis of processing time and memory usage is advisable. Additionally, incorporating eye contact and 

head orientation in gesture analysis and exploring advanced DL techniques, such as multi-task learning and attention 

mechanisms, could strengthen the model’s application in diverse testing environments. 
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